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ABSTRACT

This standard specifies the functional requirements for the Serial Attached SCSI (SAS) physical interconnect,
which is compatible with the Serial ATA physical interconnect. It also specifies three transport protocols, one
to transport SCSI commands, another to transport Serial ATA commands to multiple SATA devices, and a
third to support interface management. This standard is intended to be used in conjunction with SCSI and ATA
command set standards.
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Revision Information
1 Revision history

1.1 Revision 02-157r0 (25 April 2002)
First release as T10 proposal 02-157r0.

1.2 Revision 02-157r1 (12 May 2002)
Change bars from 02-157r0. Incorporates these changes (approved by May T10 plenary):

a) 02-183r0 Minutes from the SAS PHY study group 1-2 May 2002 (Editorial corrections)

b) 02-168r1 SAS ALIGN primitives (Bill Galloway)

c) 02-165r1 SAS SMP Report Manufacturer Info (Ron Roberts)

d) 02-167r1l SAS ERROR primitive (Bill Galloway)

e) Miscellaneous editorial and technical corrections from the SAS protocol study group 29-30 April 2002

1.3 Revision sas-r00 (12 May 2002)
Incorporates these changes:

a) Removes changes bars and introductory letter
b) Corrections to SL state machine from George Penokie (without change bars)
c) Corrected S12 and S13 to be BT+ and BT- in the device plug connector

1.4 Revision sas-r00a (27 May 2002)
Change bars are from sas-r00. Incorporates these changes (not yet approved by a T10 plenary):

a) 02-169r2 SAS XFER_RDY rules (Bill Galloway) [14 May 2002 SAS call]

b) 02-170r1 SAS wide link rules (Bill Galloway) [14 May 2002 SAS call]

c) Editorial changes from 02-199r0 Minutes of 21 May 2002 conference call [14 May 2002 SAS call]
d) Editorial changes from emails

1.5 Revision sas-r00b (14 June 2002)
Change bars are still from sas-r00. Incorporates these changes (not yet approved by a T10 plenary):

a) Editorial and minor technical changes from emails and from 6/6 SAS WG meeting

b) Require rotating through all ALIGNs [6 June 2002 SAS WG]

c) SMP remove DEVICE NAME from REPORT GENERAL function [6 June 2002 SAS WG]

d) 02-179r1 SAS SMP PHY MARGIN CONTROL function (Ron Roberts) [6 June 2002 SAS WG]

e) 02-211r1 SAS address frame field checking (Rob Elliott) [6 June 2002 SAS WG]

f) 02-212r1 SAS SSP RESPONSE IU format (Bill Galloway) [6 June 2002 SAS WG]

g) 02-214r1 SAS SSP hash transport layer checking (Bill Galloway) [6 June 2002 SAS WG]

h) 02-217r0 SAS OPEN_REJECT priorities (Jim Coomes) [6 June 2002 SAS WG]

i) 02-218r0 SAS Remove far-end retimed loopback (Jim Coomes) [6 June 2002 SAS WG]

j) 02-203r1 SAS request confirmation correlation across layers (John Worden) - only partially incorpo-
rated [6 June 2002 SAS WG]

k) 02-200r1 Minutes from SAS protocol WG meeting 5-7 June 2002 [6 June 2002 SAS WG]

1.6 Revision sas-r00c (15 June 2002)
Change bars are still from sas-r00. Incorporates these changes (not yet approved by a T10 plenary):

a) Changes to the SAS phy state machine (assumes 02-198 will be accepted)
b) More work on 02-203r1 incorporation (still not done)
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1.7 Revision sas-r00d (8 July 2002)

Change bars are still from sas-r00. Incorporates these changes (not yet approved by a T10 plenary):

a)
b)
c)

d)
e)

)

g)

h)
)

Removed device name from REPORT GENERAL [5 June 2002 SAS WG]

02-204r1 SAS SSP Dealing with extra ACK/NAK primitives (Mark Evans) [18 June 2002 SAS call]
Removed Protocol Violation and Failed Frame confirmations from SMP_SFR1 state [26 June 2002
SAS WG]

Changed “device name” to “SAS address” [26 June 2002 SAS WG]

02-196r2 SAS SSP AEN (George Penokie) [26 June 2002 SAS WG]

02-201r3 SAS SSP Transmission of a DONE primitive to close an SSP connection (Mark Evans) [26
June 2002 SAS WG]

02-205r3 SAS connection behavior when receiving a BREAK primitive (Mark Evans) [26 June 2002
SAS WG]

Moved SPC-3 protocol-specific changes annex into 02-246r0

Moved SAM-3 protocol-specific changes into 02-245r0

1.8 Revision sas-r00e (11 July 2002)

Change bars are still from sas-r00. Incorporates these changes (not yet approved by a T10 plenary):

a)
b)

c)
d)
e)

f)

Changed “dword” to “data dword” where appropriate; clarified type of BREAK and AIP primitives
Changed “send” to “transmit” whenever referring to dwords on the wire (send is for state machine
communication). Use “send” and “receive” for state machine signal passing (requests, confirmations,
and parameters) rather than “indicate.”

02-197r2 SAS ldentification Sequence state diagrams (George Penokie) [18 June 2002 SAS call]
02-219r3 SAS bit order for scrambling and CRC (Jim Coomes) [9 July 2002 SAS call]

Changed frame validity wording to “bytes between SOF and EOF less than 28, or bytes after SOF
greater than 1052”

Marked all fill bytes as “vendor-specific”

1.9 Revision sas-r00f (16 July 2002)

Change bars are still from sas-r00. Incorporates these changes:

a)

b)
c)

d)

e)
)
a)
h)
i)

Broke “application layer” into SCSI layer, ATA layer, and management layer. Later review of SAM-3
letter ballot comments indicates SAM uses “application layer” and SAM-3 is not going to change to
“SCSI layer”, so this may be best undone. [15 July 2002 SAS WG]

02-198r6 SAS OOB timing [16 July 2002 SAS WG]

Removed 02-196r2 AEN on SAS (George Penokie) due to lack of support from the CAP WG for the
REPORT AENS well-known LUN addition [18 July 2002 T10 Plenary]

02-210r2 Changes for driver and receiver electrical characteristics (Russ Brown) (as incorporated into
02-289r0) [8 July 2002 and 15 July 2002 SAS PHY WG]

02-215r1 SAS SSP Credit not ready addition to state machine (Bill Galloway) [16 July 2002 SAS WG]
02-216r5 SAS SMP transport layer (George Penokie) [15 July 2002 SAS WG]

02-230r2 SAS SSP initiator transport layer (Mark Evans) [15 July 2002 SAS WG]

02-288r0 Minutes of SAS PHY WG - OOB Idle time definition [16 July 2002 SAS PHY WG]

02-289r0 SAS Phy group revisions to section 5 [16 July 2002 SAS PHY WG]

1.10 Revision sas-r01 (24 July 2002)

This revision has no change bars, reflecting that all proposals were approved by the July T10 plenary. It
incorporates these changes:

a)

Vi

02-256r2 SAS Pathway recovery modification (Tim Hoglund) [16 July 2002 SAS WG] (except port
layer changes, which will be covered by 02-202)
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1.11 Revision sas-rOla (28 August 2002)
This revision has no change bars. It incorporates these changes:

a) Converted to Adobe FrameMaker from Microsoft Word, spurred by continued destructive crashes by
Word 2000 and Word XP (thanks to George Penokie). All Microsoft Word drawings converted to
Microsoft Visio format, embedded as links in FrameMaker.

b) Minor editorial changes.

1.12 Revision sas-r01b (6 September 2002)
This revision has change bars from sas-rOla. It incorporates these changes:

a) 02-231r2 CRC and scrambling sample code (Jim Coomes) [16 July 2002 SAS WG][already approved
by T10 plenary]
b) 02-259r1 SAS command ID removal (Brian Day) [23 August 2002 SAS WG]
c) 02-279r4 SAS initiator-based configuration (Steve Fairchild) changes 1-13 only [3 September 2002
SAS call]
d) 02-322r0 Minutes from SAS protocol WG 21-23 August 2002 - motions [23 August 2002 SAS WG]
A) that AEN be removed from SAS
B) that SAS be modified to require targets to not send a response frame for a command until all data
associated with any outstanding XFER_RDY for that command have been received
C) that the open originator shall start rate matching on the next dword after the OPEN address frame
has been transmitted
e) 02-336r0 Minutes of SAS protocol call - motions [3 September 2002 SAS call]
A) that the discover function be numbered 10h instead of 00h and that the PHYSICAL LINK RATE in
the IDENTIFY address frame be marked ‘ignored’

1.13 Revision sas-r01c (23 September 2002)
This revision has change bars from sas-rOla. It incorporates these changes:

a) 02-300r2 SAS OOB and DWS state machines update (Thomas Grieff) state machine changes [10
September 2002 SAS & SAS PHY WGs]

b) 02-300r2 SAS OOB and DWS state machines update (Thomas Grieff and George Penokie) editorial
changes before state machines

c) 02-307r2 SAS SSP transport layer state machines (Mark Evans)[10 September 2002 SAS WG]

a) 02-335r2 SAS multiple connections on wide ports (George Penokie)[10 September 2002 SAS WG]

b) 02-338r1 SAS SCSI Phy Error Log log page (Mark Evans)[10 September 2002 SAS WG]

c) 02-347r1 SAS CRC bit order figure replacement (Jim Coomes)[10 September 2002 SAS WG]

d) 02-350rl1 SAS idle at start of OOB signals (George Penokie)[10 September 2002 SAS WG]

e) 02-352r0 SAS Clarification of area of impedance dip (Alvin Cox) [10 September 2002 SAS PHY WG]

f)  02-354r0 SAS definition/note for skew (Alvin Cox) [10 September 2002 SAS PHY WG]

g) 02-355r1 SAS expander update (Tim Hoglund) [10 September 2002 SAS WG]

h) 02-342r0 Minutes of SAS protocol WG - 9-10 September 2002 [10 September 2002 SAS WG]
A) change the Rate Change Delay from 480 Uls to 750,000 Uls

i) Rewrote IR state machine to include idle states and completed states and rework handling of enable/
disable signals from phy layer

i) Reworked SL state machine handling of enable/disable signals from IR state machine

k) Added an SMP READ MARGIN SETTINGS function to fulfill the original goal of 02-179r1

1.14 Revision sas-r02 (23 September 2002)

This revision has no change bars, reflecting that all proposals were approved by the September T10 plenary.

1.15 Revision sas-r02a (7 October 2002)

This revision has change bars from sas-r02. It incorporates comments from the SAS Editor’'s meeting on 3-4
October 2002, mostly through chapter 5 (Physical).

Working Draft Serial Attached SCSI (SAS) vii



T10/1562-D Revision 3g 18 April 2003

1.16 Revision sas-r02b (19 October 2002)

This revision has change bars from sas-r02. It incorporates these changes:

a)
b)

c)
d)
e)
f)

g)
h)
i)
)
k)

)

m)

02-276r3 SAS combined request-confirmation list (John Worden)[24 September 2002 SAS call]
(partially incorporated)

02-385r0 Minutes of SAS protocol teleconference 24 September 2002 [24 September 2002 SAS call]
A) Make TASK IU be 28 bytes

02-202r4 SAS Port Control state machine update (John Worden)[24 September 2002 SAS call]
02-318r1 SAS data transfer rules (Ed Gardner)[24 September 2002 SAS call]

02-359r3 SAS Expander configuration details (Steve Fairchild) [1 October 2002 SAS call]
02-383r2 SAS change notification proposal (Jim Reif) [15 October 2002 SAS call]

02-387r2 SAS Programmable PPTOV (Tim Hoglund) [15 October 2002 SAS call]

02-393r1 SAS Port layer rewrite (Rob Elliott)[1 October 2002 SAS call]

02-394r1 SPC-3 SAS Protocol-Specific log page (Rob Elliott) [15 October 2002 SAS call]
02-408r0 Minutes of SAS protocol teleconference 15 October 2002 [15 October 2002 SAS call]

A) Renumber DEVICE TYPE field values (Rob Elliott)

02-410r0 Minutes of SAS PHY teleconference 14 October 2002 [14 October 2002 SAS PHY call]
A) Accept REPORT PHY ERROR LOG fields as in sas-r02a

B) Drop use of “loss of signal”

Significant editorial changes to the SP state machine in response to comments in the SAS Editor’s
meeting

Other editorial changes from the SAS Editor’'s meeting and emails

1.17 Revision sas-r02c (1 November 2002)

This revision has change bars from sas-r02. It incorporates these changes:

viii

a)
b)

c)
d)
e)

f)

9)
h)

i)

)
K)
1)

m)

n)
0)
p)
Q)
r

s)
)

u)
v)
w)
X)

02-291r2 SAS expander informative annex (Tim Hoglund) [29 October 2002 SAS call]

02-354r1 SAS definition/note for skew (Alvin Cox) [23 September 2002 SAS PHY call - 02-354r0 was
previously accepted; this revision has more editorial changes]

02-360r3 SAS spinup (Rob Elliott) [24 October 2002 SAS WG]

02-363r3 SAS STP initiators closing connections (Brian Day) [24 October 2002 SAS WG]

02-390r3 SAS compliant jitter test pattern (Alvin Cox/Bernhard Laschinsky) [31 October 2002 SAS
PHY call]

02-391r1 SAS external connector text corrections and signal table modification (Alvin Cox) [3 October
2002 SAS PHY call]

02-396r2 SAS Device Identification VPD page requirements (Rob Elliott) [21 October 2002 SAS call]
02-397r0 SAS Protocol-Specific Port mode page (Rob Elliott) [24 October 2002 SAS WG]

02-405r2 Alternate SAS Speed Negotiation state diagram (George Penokie) [21 October 2002 SAS
call]

02-409r3 SAS Expander CHANGE count proposal (Brad Besmer) [24 October 2002 SAS WG]
02-418r2 SAS SATA_ERROR primitive definition (Tim Hoglund) [29 October 2002 SAS call]
02-417r0 Minutes of SAS protocol teleconference 21 October 2002 [21 October 2002 SAS call]

A) Make SAS address of all zeros invalid

02-428r0 Minutes of SAS protocol WG 24-25 October 2002 [25 October 2002 SAS WG]

A) Remove PHY MARGIN CONTROL pages

02-427r1 SAS device names (George Penokie) [24 October 2002 SAS WG]

02-433rl SAS link rate clarification (Bob Sheffield) [24 October 2002 SAS WG]

02-441r1 SAS Changes to REPORT PHY SATA (Steve Fairchild) [24 October 2002 SAS WG]
02-422r2 SAS Bit ordering pictures (Jim Reif) [24 October 2002 SAS WG]

02-444r0 SAS Interpretation of invalid SAS address (Rob Elliott) [29 October 2002 SAS call]
02-445r0 SAS wide link error handling (Rob Elliott) [29 October 2002 SAS call]

02-446r1 SAS READY LED characteristics (Alvin Cox) [31 October 2002 SAS PHY call]

02-450r0 SAS SSP vendor-specific frame types (Rob Elliott) [29 October 2002 SAS call]

02-451r1 SAS Bit and byte ordering (Rob Elliott) [29 October 2002 SAS call]

Changed a 0,35 to 0,55 in the physical section [28 October 2002 SAS PHY call]

02-468r0 Minutes of SAS physical WG 31 October 2002 [31 October 2002 SAS PHY call]

Working Draft Serial Attached SCSI (SAS)
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A) combine Xr/Xt and Ir/It (meaning initiator or expander), then rename Dt/Dr to It/Ir (meaning
internal) in the phy section

1.18 Revision sas-r02d (20 November 2002)
This revision has change bars from sas-r02. It incorporates these changes:

a) 02-349r4 Proposed additions to SAS driver and receiver electrical characteristics (Russ Brown) [5
November 2002 SAS PHY WG]

b) 02-353r1 SAS Output characteristics of the READY LED signal (Alvin Cox) [23 September 2002 SAS
PHY call]

c) 02-372r0 Minutes of SAS protocol teleconference 17 September 2002 [17 September 2002 SAS call]
A) Motion: STP initiators shall not generate BIST frames

d) 02-379r4 SAS test loads (Alvin Cox) [5 November 2002 SAS PHY WG]

e) 02-380rl SAS OOB signal levels (Alvin Cox) [5 November 2002 SAS PHY WG]

f)  02-417r0 Minutes of SAS protocol teleconference 21 October 2002 [21 October 2002 SAS call]
A) Fallback and Increment Speed states be removed from the SP state machine

g) 02-424r2 SAS Port layer additional tweaks (John Worden) [24 October 2002 SAS WG]

h) 02-430r3 SAS Simplified support for multiple STP initiators (Bob Sheffield) [5 November 2002 SAS
WG]

i) 02-435r3 SAS STP buffering (Bob Sheffield) [5 November 2002 SAS WG]

j) 02-437r1 SAS Support for SATA II: Extensions to SATA 1.0 (Bob Sheffield) [5 November 2002 SAS
WG]

k) 02-443r2 SAS Handling Link Rate Not Supported (Rob Elliott) [5 November 2002 SAS WG]

[) 02-449r3 SAS Simple relative offset (Bill Galloway) [5 November 2002 SAS WG]

m) 02-456r0 Minutes of SAS protocol WG 4-5 November 2002 [5 November 2002 SAS WG]
A) inthe REPORT PHY SATA function, change OPEN REJECT (RETRY) to OPEN REJECT (NO

DESTINATION) and make other related changes throughout SAS

n) 02-459r1 Unknown Frame Types (Jim Coomes) [5 November 2002 SAS WG]

0) 02-461rl SAS spare primitives (Bill Galloway) [5 November 2002 SAS WG]

p) 02-462r1 SAS zero length data frames (Bill Galloway) [5 November 2002 SAS WG]

g) 02-470rl SAS SSP link layer rewrite (George Penokie) [5 November 2002 SAS WG]

r) 02-472r1 Make Protocol-Specific mode page optional (Rob Elliott) [5 November 2002 SAS WG]

s) 02-476r0 Making Report General Page Larger (Brad Besmer) [5 November 2002 SAS WG]

t) 02-477r1 Remove SMP PHY CONTROL function ENABLE (Steve Fairchild) [5 November 2002 SAS
WG]

u) 02-478r0 SSP Transport layer state machine modification (Mark Evans) [5 November 2002 SAS WG]

v) 02-482r0 SAS internal cable configuration (Alvin Cox) [5 November 2002 SAS WG]

w) Compacted SMP function numbers, removing REPORT SATA and moving SMP CONFIGURE
ROUTE INFORMATION to 90h (it uses PHY IDENTIFIER fields so belongs in that region).

x) Editorial changes from comments received on sas-r02, sas-r02a, sas-r02b, and sas-r02c.

1.19 Revision sas-r03 (21 November 2002)

This revision has no change bars, reflecting T10 plenary approval of all technical proposals. This revision is
being released to T10 letter ballot on 22 November 2002.

No proposals are known to be pending.

1.20 Revision sas-r03a (11 January 2003)

This revision has change bars from sas-r03. This revision incorporates some letter ballot comment
resolutions. See:

a) 03-006r0 Letter Ballot on forwarding SAS to first public review
b) 03-007r2 Results of letter ballot on forwarding SAS to first public review
c) 03-055r0 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03a
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1.21 Revision sas-r03b (26 January 2003)

This revision has change bars from sas-r03. This revision incorporates additional letter ballot comment
resolutions. See:

a) 03-055r1 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03b

1.22 Revision sas-r03c (9 February 2003)

This revision has change bars from sas-r03. This revision incorporates additional letter ballot comment
resolutions. See:

a) 03-055r2 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03c

1.23 Revision sas-r03d (21 February 2003)

This revision has change bars from sas-r03. This revision incorporates additional letter ballot comment
resolutions. See:

a) 03-055r3 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03d

1.24 Revision sas-r03e (8 March 2003)

This revision has change bars from sas-r03. This revision incorporates additional letter ballot comment
resolutions. See:

a) 03-055r4 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03e

1.25 Revision sas-r03f (21 March 2003)

This revision has change bars from sas-r03. This revision incorporates additional letter ballot comment
resolutions. See:

a) 03-055r5 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03f

1.26 Revision sas-r03g (18 April 2003)

This revision has change bars from sas-r03. This revision incorporates additional letter ballot comment
resolutions. See:

a) 03-055r6 SAS Revision 3 T10 letter ballot comment resolutions as of sas-r03g

X Working Draft Serial Attached SCSI (SAS)
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Introduction

This standard defines the Serial Attached SCSI (SAS) interconnect and three transport protocols that use the
SAS interconnect:

a) Serial SCSI Protocol (SSP): a mapping of SCSI supporting multiple initiators and targets;

b) Serial ATA Tunneled Protocol (STP): a mapping of Serial ATA expanded to support multiple initiators
and targets; and

c) Serial Management Protocol (SMP): a management protocol.

The standard is organized as follows:

Clause 1 (Scope) describes the relationship of this standard to the SCSI and ATA families of standards.

Clause 2 (Normative references) provides references to other standards and documents.

Clause 3 (Definitions, symbols, abbreviations, keywords, and conventions) defines terms and
conventions used throughout this standard.

Clause 4 (General) describes architecture, names and identifiers, state machines, resets, |_T nexus
loss, and provides an expander device model.

Clause 5 (Physical layer) describes the physical layer. It describes passive interconnect components
(connectors, cables, and backplanes) and defines the transmitter and receiver electrical
characteristics.

Clause 6 (Phy layer) describes the phy layer. It describes 8b10b encoding, bit order, out of band (OOB)
signals, phy reset sequences, phy layer state machines, and spin-up.

Clause 7 (Link layer) describes the link layer. It describes primitives, clock skew management, idle
physical links, CRC, scrambling, address frames, the identification sequence and its state
machine, power management, SAS domain changes, connections, rate matching, and SSP,
STP, and SMP connection rules and link layer state machines.

Clause 8 (Port layer) describes the port layer, which sits between one or more link layers and one or
more transport layers. It includes port layer state machines.

Clause 9 (Transport layer) describes the transport layer. It includes SSP, STP, and SMP frame
definitions and transport layer state machines.

Clause 10 (Application layer) describes the application layer. It describes SCSI protocol services, mode
parameters, log parameters, and power conditions, ATA specifics, and SMP functions.

Normative Annex A (Compliant jitter test pattern (CIJTPAT)) describes the jitter test patterns.

Informative Annex B (SAS to SAS phy reset sequence examples) provides additional phy reset
sequence examples.

Informative Annex C (CRC) provides information and example implementations of the CRC algorithm.

Informative Annex D (SAS address hashing) provides information and example implementations of the
hashing algorithm.

Informative Annex E (Scrambling) provides information and example implementations of the scrambling
algorithm.

Informative Annex F (ATA architectural notes) describes ATA architectural differences from Serial ATA
and Serial ATAII.

Informative Annex G (Expander device handling of connections) describes expander device behavior in
a variety of connection examples.

Informative Annex H (Primitive encoding) lists the primitive encodings available for future versions of this

standard.

Informative Annex | (Messages between state machines) contains a list of messages between state

machines.

Informative Annex J (Discover process example implementation) provides an example implementation
of the discover process.

Informative Annex K (SAS icon) defines the SAS logo.
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The following figure shows the organization of the layers of this standard.

L L Management
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y
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Organization of this standard
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AMERICAN NATIONAL STANDARD BSR INCITS.xxx:2003

American National Standard
for Information Technology -

Serial Attached SCSI (SAS)

1 Scope

The SCSI family of standards provides for many different transport protocols that define the rules for
exchanging information between different SCSI devices. This standard defines the rules for exchanging
information between SCSI devices using a serial interconnect. Other SCSI transport protocol standards
define the rules for exchanging information between SCSI devices using other interconnects.

Figure 1 shows the relationship of this standard to the other standards and related projects in the SCSI
family of standards.

Device-type specific Primary command set
command sets (e.g., SBC-2, (shared for all device types)
SSC-2, MMC-3) (SPC-3)

Protocols (e.g., SPI-4, FCP-2, SSP in this standard)

(SAM-2)

SCSI Architecture Model

Interconnects (e.g., SPI-4, Fibre Channel, this standard)

Figure 1 — SCSI document relationships

This standard also defines the rules for exchanging information between ATA hosts and ATA devices using
the same serial interconnect. Other ATA transport protocol standards define the rules for exchanging
information between ATA hosts and ATA devices using other interconnects.

Figure 2 shows the relationship of this standard to other standards and related projects in the ATA family of
standards.

Device-type specific Primary command set
ATA register- command sets (shared for all device
delivered (e.g., MMC-3) types) (SPC-3)
command set
(ATA/ATAPI-7 ATAPI
Volume 1) (Packet delivered command set)
(ATA/ATAPI-7 Volume 1)

ATA/ATAPI register set (ATA/ATAPI-7 Volume 1)

Protocols (e.g., STP in this standard, ATA/ATAPI-7 Volume 2 (parallel
ATA), ATA/ATAPI-7 Volume 3 (Serial ATA))

Interconnects (e.g., this standard, ATA/ATAPI-7 Volume 2 (parallel
ATA), ATA/ATAPI-7 Volume 3 (Serial ATA))

Figure 2 — ATA document relationships
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Figure 1 and figure 2 show the general relationship of the documents to one another, and do not imply a
relationship such as a hierarchy, protocol stack or system architecture.

These standards specify the interfaces, functions and operations necessary to ensure interoperability
between conforming implementations. This standard is a functional description. Conforming implementations
may employ any design technique that does not violate interoperability.
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2 Normative references

2.1 Normative references

The following standards contain provisions that, by reference in the text, constitute provisions of this standard.
At the time of publication, the editions indicated were valid. All standards are subject to revision, and parties to
agreements based on this standard are encouraged to investigate the possibility of applying the most recent
editions of the standards listed below.

Copies of the following documents may be obtained from ANSI:

a) approved ANSI standards;
b) approved and draft international and regional standards (ISO, IEC, CEN/CENELEC, ITUT); and
c) approved and draft foreign standards (including BSI, JIS, and DIN).

For further information, contact ANSI Customer Service Department at 212-642-4900 (phone), 212-302-1286
(fax) or via the World Wide Web at http://www.ansi.org.

Additional availability contact information is provided below as needed.

Table 1 shows standards bodies and their web sites.

Table 1 — Standards bodies

Abbreviation | Standards body Web site

ANSI American National Standards Institute http://www.ansi.org
BSI British Standards Institution http://www.bsi-global.com
CEN European Committee for Standardization http://www.cenorm.be

CENELEC European Committee for Electrotechnical Standardization | http://www.cenelec.org

DIN German Institute for Standardization http://www.din.de
IEC International Engineering Consortium http://www.iec.ch

IEEE Institute of Electrical and Electronics Engineers http://www.ieee.org

INCITS Isrl';erzgz';ié):al Committee for Information Technology hitp:/www.incits.org
ISO International Standards Organization http://www.iso.ch

ITI Information Technology Industry Council http://www.itic.org

st
JIS Japanese Industrial Standards Committee http://www:.jisc.org
T10 INCITS T10 Committee on I/O Interfaces - Lower Level http://www.t10.0rg
T13 INCITS T13 Committee on I/O Interfaces - AT Attachment | http://www.t13.0rg

2.2 Approved references

At the time of publication, there were no approved referenced standards.

2.3 References under development

At the time of publication, the following referenced standards were still under development. For information on
the current status of the document, or regarding availability, contact the relevant standards body or other
organization as indicated.

ANSI INCITS.xxx, AT Attachment with Packet Interface-7 Volume 1 (ATA/ATAPI-7 V1) standard (T13/1532-D)

Working Draft Serial Attached SCSI (SAS) 3



T10/1562-D Revision 3g 18 April 2003

ANSI INCITS.xxx, AT Attachment with Packet Interface-7 Volume 3 (ATA/ATAPI-7 V3)(Serial ATA) standard
(T13/1532-D)

ISO/IEC 14776-xxx, SCSI Architecture Model-3 (SAM-3) standard (T10/1561-D)
ISO/IEC 14776-xxx, SCSI Primary Commands-3 (SPC-3) standard (T10/1416-D)
ISO/IEC 14776-xxx, SCSI Block Commands-2 (SBC-2) standard (T10/1417-D)

NOTE 1 - For more information on the current status of these documents, contact the INCITS Secretariat at
202-737-8888 (phone), 202-638-4922 (fax) or via Email at incits@itic.org. To obtain copies of this document,
contact Global Engineering at 15 Inverness Way, East Englewood, CO 80112-5704 at 303-792-2181 (phone),
800-854-7179 (phone), or 303-792-2192 (fax) or see http://www.incits.org.

2.4 Other references

For information on the current status of the listed documents, or regarding availability, contact the indicated
organization.

Serial ATA 1.0 Design Guides. 5 April 2002
Serial ATA II: Extensions to Serial ATA 1.0. Revision 1.0. 16 October 2002

NOTE 2 - For information on the current status of the Serial ATA documents, contact the Serial ATA Working
Group at info@serialata.org. To obtain copies of these documents, see http://www.serialata.org.

SFF-8223, 2.5" Drive Form Factor with Serial Connector
SFF-8323, 3.5" Drive Form Factor with Serial Connector
SFF-8523, 5.25" Drive Form Factor with Serial Connector
SFF-8410, HSS Copper Testing and Performance Requirements
SFF-8460, HSS Backplane Design Guidelines

SFF-8470, Multi Lane Copper Connector

SFF-8482, SAS Plug Connector

NOTE 3 - For more information on the current status of the SFF documents, contact the SFF Committee at
408-867-6630 (phone), or 408-867-2115 (fax). To obtain copies of these documents, contact the SFF
Committee at 14426 Black Walnut Court, Saratoga, CA 95070 at 408-867-6630 (phone) or 408-741-1600
(fax) or see http://www.sffcommittee.org.

OMG Unified Modeling Language (UML) Specification. Version 1.4, September 2001.

NOTE 4 - For more information on the UML specification, contact the Object Modeling Group at
http://www.omg.org.

Common Information Model (CIM) Specification. Version 2.2, 14 June 1999.

NOTE 5 - For more information on the CIM specification, contact the Desktop Management Task Force, Inc.
at http://www.dmtf.org.
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3 Definitions, symbols, abbreviations, keywords, and conventions
3.1 Definitions

3.1.1 8b10b coding: A coding scheme that represents an 8-bit data byte as a 10-bit character. See 6.2.

3.1.2 affiliation: STP target port state of limiting acceptance of connection requests to those from a single
STP initiator port. See 7.17.3.

3.1.3 application client: An object that is the source of SCSI commands (see SAM-3), ATA commands (see
ATA/ATAPI-7 V1), or management function requests.

3.1.4 AT Attachment (ATA): A standard for the internal attachment of storage devices to hosts. See
ATA/ATAPI-7 V1.

3.1.5 ATA device: A storage peripheral (analogous to a SCSI target device). See ATA/ATAPI-7 V1.

3.1.6 ATA domain: An I/O system consisting of a set of ATA hosts and ATA devices that communicate with
one another by means of a service delivery subsystem. See 4.1.1.

3.1.7 ATA host: A host device that originates requests to be processed by an ATA device (analogous to a
SCSl initiator device). See ATA/ATAPI-7 V1.

3.1.8 big-endian: A format for storage or transmission of binary data in which the most significant byte
appears first. In a multi-byte value, the byte containing the most significant bit is stored in the lowest memory
address and transmitted first and the byte containing the least significant bit is stored in the highest memory
address and transmitted last (e.g., for the value 0080h, the byte containing 00h is stored in the lowest memory
address and the byte containing 80h is stored in the highest memory address).

3.1.9 broadcast primitive processor (BPP): An object within an expander function that manages broadcast
primitives. See 4.6.5.

3.1.10 burst time: The part of an OOB signal (see 3.1.82) where ALIGN primitives (see 3.1.93) are being
transmitted. See 6.5.

3.1.11 byte: A sequence of eight contiguous bits considered as a unit.

3.1.12 character: A sequence of ten contiguous bits considered as a unit. A byte is encoded as a character
using 8b10b coding (see 6.2).

3.1.13 command descriptor block (CDB): A structure used to communicate a command from a SCSI
application client to a SCSI device server. See SAM-3.

3.1.14 compliant jitter test pattern (CJTPAT): A test pattern for jitter testing. See 5.3.8.

3.1.15 configurable expander device: An expander device that contains an expander route table that is
configured with expander route entries. See 4.1.5.

3.1.16 confirmation: A message passed from a lower layer state machine to a higher layer state machine,
usually responding to a request (see 3.1.102) from that higher layer state machine, and sometimes relaying a
response (see 3.1.104) from a peer higher layer state machine.

3.1.17 connection: A temporary association between a SAS initiator port and a SAS target port. See 7.12.

3.1.18 connection rate: The effective rate of dwords through the pathway between a SAS initiator phy and a
SAS target phy, established through the connection request.
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3.1.19 control character (Kxx.y): A character that does not represent a byte of data. See 6.2.

3.1.20 cyclic redundancy check (CRC): An error checking mechanism that checks data integrity by
computing a polynomial algorithm based checksum. See 7.5.

3.1.21 D.C. idle: A differential signal level that is nominally 0 V(P-P). See 5.3.4.
3.1.22 data character (Dxx.y): A character representing a byte of data. See 6.2.
3.1.23 data dword: A dword that starts with a Dxx.y (data character).

3.1.24 deadlock: A condition in which two or more processes (e.g., connection requests) are waiting on each
other to complete, resulting in none of the processes completing.

3.1.25 deterministic jitter: Jitter with a non-Gaussian probability density function. Deterministic jitter is
always bounded in amplitude and has specific causes. Four kinds of deterministic jitter are identified: duty
cycle distortion, data dependent, sinusoidal, and uncorrelated (to the data) bounded. Deterministic jitter is
characterized by its bounded, peak-to-peak value.

3.1.26 device server: An object within a SAS target device that processes SCSI tasks (see SAM-3), ATA
commands (see ATA/ATAPI-7 V1), or management functions.

3.1.27 direct current (D.C.): The non-A.C. component of a signal. In this standard, all frequency
components below 100 kHz.

3.1.28 direct routing attribute: The attribute of an expander phy that indicates it may be used by the
expander connection manager to route a connection request to an end device. See 4.6.7.1.

3.1.29 direct routing method: The method the expander connection manager uses to establish a
connection with an end device. See 4.6.7.1.

3.1.30 discover process: The algorithm used by a management application client to configure the SAS
domain. See 4.6.7.4.

3.1.31 disparity: The difference between the number of ones and zeros in a character (see 6.2).
3.1.32 domain: A SAS domain, a SCSI domain, or an ATA domain.
3.1.33 dword: A sequence of four contiguous bytes or four contiguous characters considered as a unit.

3.1.34 dword synchronization: Detection of an incoming stream of dwords from a physical link by a phy.
See 6.8.

3.1.35 edge expander device: An expander device that is part of a single edge expander device set.

3.1.36 edge expander device set: A group of one or more edge expander devices that may be attached to
no more than one other edge expander device set or one fanout expander device. See 4.1.8.2.

3.1.37 end device: A SAS device that is not contained within an expander device.

3.1.38 event notification: A message passed from the transport layer to the application layer notifying the
application layer that a SCSI event has occurred. See SAM-3.

3.1.39 expander connection manager (ECM): An object within an expander function that manages routing.
See 4.6.4.
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3.1.40 expander connection router (ECR): The portion of an expander function that routes messages
between expander phys. See 4.6.4.

3.1.41 expander device: A device that is part of the service delivery subsystem and facilitates
communication between SAS devices. See 4.1.5.

3.1.42 expander function: An object within an expander device that contains an expander connection
manager, expander connection router, and broadcast primitive processor. See 4.6.1.

3.1.43 expander phy: A phy in an expander device that interfaces to a service delivery subsystem.

3.1.44 expander port: An expander device object that interfaces to the service delivery subsystem and to
SAS ports in other devices.

3.1.45 expander route entry: A routed SAS address and an enable/disable bit in an expander route table
(see 4.6.7.3).

3.1.46 expander route index: A value used in combination with a phy identifier to select an expander route
entry in an expander route table (see 4.6.7.3).

3.1.47 expander route table: A table of expander route entries within an expander device. The table is used
by the expander function to resolve connection requests. See 4.6.7.3.

3.1.48 fanout expander device: An expander device that is capable of being attached to two or more edge
expander device sets.

3.1.49 field: A group of one or more contiguous bits.

3.1.50 frame: A sequence of data dwords between a start of frame primitive (e.g., SOF, SOAF, or
SATA_SOF) and an end of frame primitive (e.g., EOF, EOAF, or SATA_EOF).

3.1.51 frame information structure (FIS): The SATA frame format. See ATA/ATAPI-7 V3.

3.1.52 hard reset: A SAS device or expander device action in response to a reset event in which the device
performs the operations described in 4.4.

3.1.53 hard reset sequence: A sequence that causes a hard reset (see 4.4).
3.1.54 hardware maximum physical link rate: The maximum physical link rate capability of a phy.
3.1.55 hardware minimum physical link rate: The minimum physical link rate capability of a phy.

3.1.56 hash function: A mathematical function that maps values from a larger set of values into a smaller set
of values, reducing a long value into a shorter hashed value.

3.1.57 |_T nexus: A nexus that exists between a SCSI initiator port and a SCSI target port.

3.1.58 |_T nexus loss: A condition where a SAS port determines that another SAS port is no longer
available. See 4.5.

3.1.591_T_L nexus: A nexus that exists between a SCSI initiator port, a SCSI target port, and a logical unit.
This relationship extends the prior |_T nexus.

3.1.601_T_L_Q nexus: A nexus between a SCSI initiator port, a SCSI target port, a logical unit, and a
tagged task. This relationship extends the prior |_T nexus or |_T_L nexus.

3.1.61 identification sequence: A sequence where phys exchange IDENTIFY address frames. See 4.4.
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3.1.62 idle dword: A vendor-specific data dword that is scrambled and is transmitted outside a frame. See
7.4.

3.1.63 idle time: The part of an OOB signal (see 3.1.82) where D.C. idle (see 5.3.4) is being transmitted. See
6.5.

3.1.64 indication: A message passed from a lower layer state machine to a higher layer state machine,
usually relaying a request (see 3.1.102) from a peer higher layer state machine.

3.1.65 information unit (IU): The portion of an SSP frame that carries command, task management
function, data, response, or transfer ready information. See 9.2.2.

3.1.66 invalid dword: A dword with an illegal character, with a control character in other than the first
character position, with a control character other than K28.5 or K28.3 in the first character position, or with a
running disparity error.

3.1.67 jitter: Abrupt and unwanted variations in the interval between successive pulses.

3.1.68 least significant bit (LSB): In a binary code, the bit or bit position with the smallest numerical
weighting in a group of bits that, when taken as a whole, represent a numerical value (e.g., in the number
0001b, the bit that is set to one).

3.1.69 link reset: Performing the link reset sequence (see 3.1.70).

3.1.70 link reset sequence: For SATA, a phy reset sequence (see 3.1.87). For SAS, a phy reset sequence
followed by an identification sequence (see 3.1.61), or a phy reset sequence followed by a hard reset
sequence (see 3.1.53), another phy reset sequence, and an identification sequence. See 4.4.

3.1.71 little-endian: A format for storage or transmission of binary data in which the least significant byte
appears first. In a multi-byte value, the byte containing the least significant bit is stored in the lowest memory
address and transmitted first and the byte containing the most significant bit is stored in the highest memory
address and transmitted last (e.qg., for the value 0080h, the byte containing 80h is stored in the lowest memory
address and the byte containing 00h is stored in the highest memory address).

3.1.72 livelock: A condition where two or more processes (e.g., connection requests) continually change
their state in response to changes in other processes, resulting in none of the processes completing.

3.1.73 media: Particular elements comprising the interconnect including copper cables, printed circuit
boards, and other transmission line materials.

3.1.74 message: Information sent between state machines.

3.1.75 most significant bit (MSB): In a binary code, the bit or bit position with the largest numerical
weighting in a group of bits that, when taken as a whole, represent a numerical value (e.g., in the number
1000b, the bit that is set to one).

3.1.76 narrow link: A physical link that attaches a narrow port to another narrow port. See 4.1.3.

3.1.77 narrow port: A port that contains exactly one phy. See 4.1.3.

3.1.78 negotiated physical link rate: The current operational physical link rate established after speed
negotiation between two phys.

3.1.79 nexus: A relationship between a SCSl initiator port and a SCSI target port that may extend to a logical
unit and a tagged task. See SAM-3.
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3.1.80 object: An architectural abstraction or container that encapsulates data types, services, or other
objects that are related in some way.

3.1.81 OOB sequence: A sequence where two phys exchange OOB signals. See 4.4.

3.1.82 OOB signal: Pattern of ALIGNs and idle time used during the link reset sequence. See 6.5.

3.1.83 partial pathway: The set of physical links participating in a connection request which has not reached
a SAS endpoint (i.e., the connection request has been transmitted by the source device and confirmed as

received by at least one expander device with AIP). See 4.1.9.

3.1.84 pathway: A set of physical links between a SAS initiator phy and a SAS target phy being used by a
connection. See 4.1.9.

3.1.85 pathway blocked count: The number of times the port has retried this connection request due to
receiving OPEN_REJECT (PATHWAY BLOCKED).

3.1.86 phy: A device object that is used to interface to other devices. See 4.1.2.

3.1.87 phy reset sequence: An OOB sequence (see 3.1.81) followed by a speed negotiation sequence (see
3.1.148). See 4.4.

3.1.88 physical link: Two differential signal pairs, one pair in each direction, that connect two physical phys.
See 4.1.2.

3.1.89 physical phy: A phy (see 3.1.86) that contains a transceiver and electrically interfaces to a physical
link to communicate with another physical phy. See 4.1.2.

3.1.90 port: A SAS port or an expander port. Each port contains one or more phys. See 4.1.3.

3.1.91 potential pathway: A set of physical links between a SAS initiator phy and a SAS target phy. See
4.1.9.

3.1.92 power on: Power being applied.

3.1.93 primitive: A dword starting with K28.5 or K28.3 followed by three data characters. See 7.2.

3.1.94 primitive sequence: A set of primitives treated as a single entity. See 7.2.4.

3.1.95 programmed maximum physical link rate: The maximum operational physical link rate of a phy
(e.g., as programmed via the SMP PHY CONTROL function (see 10.4.3.10) or the Phy Control and Discover
subpage (see 10.2.6.2.3)).

3.1.96 programmed minimum physical link rate: The minimum operational physical link rate of a phy
(e.g., as programmed via the SMP PHY CONTROL function (see 10.4.3.10) or the Phy Control and Discover
subpage (see 10.2.6.2.3)).

3.1.97 random jitter: Jitter that is assumed to have a Gaussian distribution.

3.1.98 rate: Data transfer rate of a physical link (e.g., 1,5 Gbps or 3,0 Gbps).

3.1.99 rate change delay time (RCDT): The time between rates during the speed negotiation sequence
(see 6.6.4.2).

3.1.100 receiver: The recipient of a signal.
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3.1.101 reflection coefficient (p): The reflection coefficient of the transmission media (i.e., the ratio of the
reflected voltage divided by the voltage applied to the transmission media).

3.1.102 request: A message passed from a higher layer state machine to a lower layer state machine,
usually to initiate some action.

3.1.103 reset event: An event that triggers a hard reset (see 4.4.2) from a SAS device.

3.1.104 response: A message passed from a higher layer state machine to a lower layer state machine,
usually in response to an indication (see 3.1.64).

3.1.105 running disparity: A binary value indicating the cumulative encoded signal imbalance between the
one and zero signal state of all characters since dword synchronization has been achieved (see 6.2).

3.1.106 SAS address: A worldwide unique name assigned to a SAS initiator port, SAS target port, expander
device, SAS initiator device, or SAS target device. See 4.2.2.

3.1.107 SAS device: A SAS initiator device, SAS target device, or SAS target/initiator device.

3.1.108 SAS domain: The I/O system defined by this standard that may serve as an ATA domain and/or a
SCSI domain. See 4.1.7.

3.1.109 SAS initiator device: A device containing SSP, STP, and/or SMP initiator ports in a SAS domain.
See 4.1.4.

3.1.110 SAS initiator phy: A phy in a SAS initiator device.

3.1.111 SAS initiator port: An SSP initiator port, STP initiator port, and/or SMP initiator port in a SAS
domain.

3.1.112 SAS phy: A phy in a SAS device that interfaces to a service delivery subsystem.
3.1.113 SAS port: A SAS initiator port, SAS target port, or SAS target/initiator port.

3.1.114 SAS target device: A device containing SSP, STP, and/or SMP target ports in a SAS domain. See
4.1.4.

3.1.115 SAS target phy: A phy in a SAS target device.
3.1.116 SAS target port: An SSP target port, STP target port, and/or SMP target port in a SAS domain.

3.1.117 SAS target/initiator device: A device that has all the characteristics of a SAS target device and a
SAS initiator device.

3.1.118 SAS target/initiator port: A port that has all the characteristics of a SAS target port and a SAS
initiator port in a SAS domain.

3.1.119 SATA device: A storage device that contains a SATA device port in an ATA domain (analogous to a
SCSI target device).

3.1.120 SATA device port: A storage device object in an ATA domain that interfaces to the service delivery
subsystem with SATA (analogous to a SCSI target port).

3.1.121 SATA host: A host device containing a SATA host port in an ATA domain (analogous to a SCSI
initiator device).
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3.1.122 SATA host port: A host device object in an ATA domain that interfaces to the service delivery
subsystem with SATA (analogous to a SCSI initiator port).

3.1.123 SATA phy: A phy in a SATA device that interfaces to a service delivery subsystem (analogous to a
SAS phy).

3.1.124 scrambling: Modifying data by XORing each bit with a pattern generated by a linear feedback shift
register to minimize repetitive character patterns. See 7.6.

3.1.125 SCSl device: A device that contains one or more SCSI ports that are connected to a service delivery
subsystem and supports a SCSI application protocol. See SAM-3.

3.1.126 SCSI domain: An I/O system consisting of a set of SCSI devices that communicate with one another
by means of a service delivery subsystem. See SAM-3.

3.1.127 SCSil initiator device: A SCSI device containing application clients and SCSI initiator ports that
originates device service and task management requests to be processed by a SCSI target device and
receives device service and task management responses from SCSI target devices. See SAM-3.

3.1.128 SCSil initiator port: A SCSI initiator device object that acts as the connection between application
clients and the service delivery subsystem through which indications and responses are routed. See SAM-3.

3.1.129 SCSI port: A SCSI initiator port or a SCSI target port. See SAM-3.

3.1.130 SCSil target device: A SCSI device containing logical units and SCSI target ports that receives
device service and task management requests for processing and sends device service and task
management responses to SCSI initiator devices. See SAM-3.

3.1.131 SCSil target port: A SCSI target device object that contains a task router and acts as the connection
between device servers and task managers and the service delivery subsystem through which requests and
confirmations are routed. See SAM-3.

3.1.132 SCSil target/initiator device: A device that has all the characteristics of a SCSI target device and a
SCSl initiator device. See SAM-3.

3.1.133 SCSil target/initiator port: A SCSI target/initiator device object that has all the characteristics of a
SCSil target port and a SCSI initiator port. See SAM-3.

3.1.134 Serial ATA (SATA): The protocol defined by ATA/ATAPI-7 V3 (see 2.4).

3.1.135 Serial ATA Tunneled Protocol (STP): The protocol defined in this standard used by STP initiator
ports to communicate with STP target ports in a SAS domain.

3.1.136 Serial Attached SCSI (SAS): The set of protocols and the interconnect defined by this standard.

3.1.137 Serial Management Protocol (SMP): The protocol defined in this standard used by SAS devices to
communicate management information with other SAS devices in a SAS domain.

3.1.138 Serial SCSI Protocol (SSP): The protocol defined in this standard used by SCSI initiator ports to
communicate with SCSI target ports in a SAS domain.

3.1.139 service delivery subsystem: The part of a SCSI I/O system that transmits information between a
SCSil initiator port and a SCSI target port, or the part of an ATA 1/O system that transmits information between
an ATA host and an ATA device, or the part of a SAS I/O system that transmits information between a SAS
initiator port and a SAS target port.

3.1.140 SMP initiator phy: A SAS initiator phy in an SMP initiator port.
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3.1.141 SMP initiator port: A SAS initiator device object in a SAS domain that interfaces to the service
delivery subsystem with SMP.

3.1.142 SMP phy: A SAS phy in an SMP port.
3.1.143 SMP port: An SMP initiator port, SMP target port, or SMP target/initiator port.
3.1.144 SMP target phy: A SAS target phy in an SMP target port.

3.1.145 SMP target port: A SAS target device object in a SAS domain that interfaces to the service delivery
subsystem with SMP.

3.1.146 SMP target/initiator port: A port that has all the characteristics of an SMP initiator port and an SMP
target port.

3.1.147 speed negotiation lock time (SNLT): The maximum time during a speed negotiation window for a
transmitter to reply with ALIGN (1) (see 6.6.4.2).

3.1.148 speed negotiation sequence: A sequence in which two phys negotiate the operational physical link
rate. See 4.4.

3.1.149 speed negotiation transmit time (SNTT): The time during which ALIGN (0) or ALIGN (1) is
transmitted during the speed negotiation sequence (see 6.6.4.2).

3.1.150 spread spectrum clocking: The technique of modulating the operating frequency of a transmitted
signal to reduce the measured peak amplitude of radiated emissions.

3.1.151 SSP initiator phy: A SAS initiator phy in an SSP initiator port.

3.1.152 SSP initiator port: A SCSil initiator port in a SAS domain that implements SSP.
3.1.153 SSP phy: A SAS phy in an SSP port.

3.1.154 SSP port: An SSP initiator port, SSP target port, or SSP target/initiator port.
3.1.155 SSP target phy: A SAS target phy in an SSP target port.

3.1.156 SSP target port: A SCSI target port in a SAS domain that implements SSP.

3.1.157 SSP target/initiator port: A port that has all the characteristics of an SSP initiator port and an SSP
target port.

3.1.158 STP initiator phy: A SAS initiator phy in an STP initiator port.

3.1.159 STP initiator port: A SAS initiator device object in a SAS domain that interfaces to the service
delivery subsystem with STP.

3.1.160 STP phy: A SAS phy in an STP port.
3.1.161 STP port: An STP initiator port, STP target port, or STP target/initiator port.
3.1.162 STP target phy: A SAS target phy in an STP target port.

3.1.163 STP target port: A SAS target device object in a SAS domain that interfaces to the service delivery
subsystem with STP.
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3.1.164 STP target/initiator port: A port that has all the characteristics of an STP initiator port and an STP
target port.

3.1.165 STP/SATA bridge: An expander device object containing an STP target port, a SATA host port, and
the functions required to forward information between the STP target port and SATA host port to enable STP
initiator ports in a SAS domain to communicate with SATA devices in an ATA domain.

3.1.166 subtractive routing attribute: The attribute of an edge expander phy that indicates it may be used
by the expander connection manager to route connection requests not resolved using the direct routing
method or table routing method. See 4.6.7.1.

3.1.167 subtractive routing method: The method the expander connection manager uses to route
connection requests not resolved using the direct routing method or table routing method to an expander
device. See 4.6.7.1.

3.1.168 table routing attribute: The attribute of an expander phy that indicates it may be used by the
expander connection manager to route connection requests using an expander route table. See 4.6.7.1.

3.1.169 table routing method: The method the expander connection manager uses to route connection
requests to an expander device using an expander route table. See 4.6.7.1.

3.1.170 task: An object within the logical unit representing the work associated with a command or group of
linked commands.

3.1.171 task management function: A task manager service capable of being requested by an application
client to affect the processing of one or more tasks. See SAM-3.

3.1.172 task manager: An agent within the device server that processes task management functions. See
SAM-3.

3.1.173 total jitter: Measured jitter including deterministic jitter and random jitter.
3.1.174 transceiver: An object that contains both transmitter and receiver objects.
3.1.175 transmitter: The source or generator of a signal.

3.1.176 transmitter compliance transfer function (TCTF): The mathematical statement of the transfer
function through which the transmitter shall be capable of producing acceptable signals as defined by a
receive mask. See 5.3.11.

3.1.177 transport protocol service confirmation: A message passed from the transport layer to the
application layer (i.e., from the SSP initiator port to the SCSI application client) that notifies the application
layer that a SCSI transport protocol service has completed.

3.1.178 transport protocol service indication: A message passed from the transport layer to the
application layer notifying the application layer (i.e., from the SSP target port to the SCSI device server) to
begin a SCSI transport protocol service.

3.1.179 transport protocol service request: A message passed from the SCSI application layer to the SSP
transport layer (i.e., from the SCSI application client to the SCSI initiator port) to begin a SCSI transport
protocol service.

3.1.180 transport protocol service response: A message passed from the application layer to the

transport layer (i.e., from the SCSI device server to the SSP target port) that completes the SCSI transport
protocol service.
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3.1.181 unit interval (Ul): The time required to transmit one bit on a physical link (e.g., 666,6 ps at 1,5 Gbps
and 333,3 ps at 3,0 Gbps).

3.1.182 valid dword: A dword that is not an invalid dword.

3.1.183 virtual phy: A phy (see 3.1.86) that interfaces to another virtual phy inside the same device. See
4.1.2.

3.1.184 wide link: A group of physical links that attaches a wide port to another wide port. See 4.1.3.
3.1.185 wide port: A port that contains more than one phy. See 4.1.3.

3.2 Symbols and abbreviations

See 2.1 for abbreviations of standards bodies (e.g., ISO). Additional symbols and abbreviations used in this
standard include:

Abbreviation
AA

Meaning
ATA application layer (see 10.3)

A.C. alternating current

ACK acknowledge primitive (see 7.2.6.1)

AIP arbitration in progress primitive (see 7.2.5.1)

ATA AT attachment (see 3.1.4)

ATAPI AT attachment packet interface

ATA/ATAPI-7 AT Attachment with Packet Interface - 7 standard (see 2.3)
AWG American wire gauge

AWT arbitration wait time

BCH Bose, Chaudhuri and Hocquenghem code (see 4.2.3)
BER bit error rate

BIST built in self test

BPP broadcast primitive processor (see 3.1.9)

CDB command descriptor block (see 3.1.13)

CJTPAT compliant jitter test pattern (see 3.1.14)

CRC cyclic redundancy check (see 3.1.20)

dB decibel

D.C. direct current (see 3.1.27)

Dxx.y data character (see 3.1.22)

ECM expander connection manager (see 3.1.39)

ECR expander connection router (see 3.1.40)

EMI electromagnetic interference

EOAF end of address frame primitive (see 7.2.5.6)

EOF end of frame primitive (see 7.2.6.4)

FIS frame information structure (see 3.1.51)

Gl generation 1 physical link rate (1,5 Ghps)

G2 generation 2 physical link rate (3,0 Gbps)

G3 generation 3 physical link rate (defined in a future version of this standard)
Gbps gigabits per second (109 bits per second)
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Abbreviation
GHz
U
kHz
Kxx.y
LED
LSB
LUN
pA
us
MA
Mbaud
MBps
MHz
MSB
ms
MT
mV
N/A
NAA
NAK
nF

ns
0o0B
PL
PLL
P-P
ppm
ps

RCDT
RRDY
Rx

SA
SAM-3
SAS
SATA
SBC-2
SCsl
SL
SL_IR

SMP

Meaning

gigaherz (109 transitions per second)
information unit (see 3.1.65)

kilohertz (103 bits per second)

control character (see 3.1.19)

light-emitting diode

least significant bit (see 3.1.68)

logical unit number

microampere (10'6 amperes)

microsecond (10'6 seconds)

management application layer (see 10.4)
megabaud (106 transitions per second)
megabytes per second (10° bytes per second)
megahertz (106 bits per second)

most significant bit (see 3.1.75)

millisecond (1073 seconds)

SMP transport layer state machines (see 9.4)
millivolt (1073 volts)

not applicable

name address authority

negative acknowledge primitive (see 7.2.6.5)
nanofarad (10" Farads)

nanosecond (10‘9 seconds)

out-of-band

port layer state machines (see 8.2)

phase lock loop

peak-to-peak

parts per million (10°)

picosecond (10'12 seconds)

reflection coefficient (rho)

rate change delay time (see 3.1.99)

receiver ready primitive (see 7.2.6.6)

receive

SCSI application layer (see 10.2)

SCSI Architecture Model - 3 standard (see 2.3)
Serial Attached SCSI (see 3.1.136)

Serial ATA (see 3.1.134)

SCSI Block Commands - 2 standard (see 2.3)

Small Computer System Interface family of standards
link layer for SAS phys state machines (see 7.14)

T10/1562-D Revision 3g

link layer identification and hard reset state machines (see 7.9.5)

Serial Management Protocol (see 3.1.137), or

link layer for SMP phys state machines (see 7.18.4)
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Abbreviation  Meaning

SNLT speed negotiation lock time (see 3.1.147)
SNTT speed negotiation transmit time (see 3.1.149)
SOAF start of address frame primitive (see 7.2.5.12)
SOF start of frame primitive (see 7.2.6.7)
SP phy layer state machine (see 6.7)
SP_DWS phy layer dword synchronization state machine (see 6.8)
SPC-3 SCSI Primary Commands - 3 standard (see 2.3)
Ssp Serial SCSI Protocol (see 3.1.138)_, or
link layer for SSP phys state machines (see 7.16.7)
ST SSP transport layer state machines (see 9.2)
STP $erial ATA Tunneled Protocol (see_3.1.135), or
link layer for STP phys state machines (see 7.17.7)
S second (unit of time)
TCTF transmitter compliance transfer function
TT STP transport layer state machines (see 9.3)
TX transmit
ul unit interval (see 3.1.181)
\% volt
VPD vital product data (see 10.2.9)
XL link layer for expander phys state machine (see 7.15)
XOR exclusive logical OR
n exclusive logical OR
X multiplication
/ division

3.3 Keywords

3.3.1ignored: A keyword used to describe an unused bit, byte, word, field or code value. The contents or
value of an ignored bit, byte, word, field or code value shall not be examined by the receiving SCSI device and
may be set to any value by the transmitting SCSI device.

3.3.2invalid: A keyword used to describe an illegal or unsupported bit, byte, word, field or code value.
Receipt of an invalid bit, byte, word, field or code value shall be reported as an error.

3.3.3 mandatory: A keyword indicating an item that is required to be implemented as defined in this
standard.

3.3.4 may: A keyword that indicates flexibility of choice with no implied preference (equivalent to “may or may
not”).

3.3.5 may not: Keywords that indicate flexibility of choice with no implied preference (equivalent to “may or
may not”).

3.3.6 need not: Keywords indicating a feature that is not required to be implemented (equivalent to “is not
required to”).

3.3.7 obsolete: A keyword indicating that an item was defined in prior standards but has been removed from
this standard.
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3.3.8 optional: A keyword that describes features that are not required to be implemented by this standard.
However, if any optional feature defined by this standard is implemented, then it shall be implemented as
defined in this standard.

3.3.9reserved: A keyword referring to bits, bytes, words, fields and code values that are set aside for future
standardization. A reserved bit, byte, word or field shall be set to zero, or in accordance with a future
extension to this standard. Recipients are not required to check reserved bits, bytes, words or fields for zero
values. Receipt of reserved code values in defined fields shall be reported as error.

3.3.10 restricted: A keyword referring to bits, bytes, words, and fields that are set aside for use in other
standards or for other data structures in this standard. A restricted bit, byte, word, or field shall be treated as a
reserved bit, byte, word or field for the purposes of the requirements defined in this standard.

3.3.11 shall: A keyword indicating a mandatory requirement (equivalent to “is required to”). Designers are
required to implement all such mandatory requirements to ensure interoperability with other products that
conform to this standard.

3.3.12 should: A keyword indicating flexibility of choice with a strongly preferred alternative (equivalent to “is
strongly recommended”).

3.3.13 vendor specific: Something (e.g., a bit, field, or code value) that is not defined by this standard and
may be used differently in various implementations.

3.4 Editorial conventions

Certain words and terms used in this standard have a specific meaning beyond the normal English meaning.
These words and terms are defined either in clause 3 or in the text where they first appear.

Names of signals, address frames, primitives and primitive sequences, SMP functions, state machines, SCSI
and ATA commands, SCSI statuses, SCSI sense keys, and SCSI additional sense codes are in all uppercase
(e.g., REQUEST SENSE command).

Names of messages, requests, confirmations, indications, responses, event notifications, timers, SCSI mode
pages, and SCSI log pages are in mixed case (e.g., Disconnect-Reconnect mode page).

Names of fields are in small uppercase (e.g., DESTINATION SAS ADDRESS). Normal case is used when the
contents of a field are being discussed. Fields containing only one bit are usually referred to as the NAME bit
instead of the NAME field.

Normal case is used for words having the normal English meaning.

The ISO convention of numbering is used (i.e., the thousands and higher multiples are separated by a space
and a comma is used as the decimal point). Table 2 shows a comparison of the ISO and American numbering
conventions.

Table 2 — 1SO and American numbering conventions

ISO American
0,6 0.6
3,141 592 65 3.14159265
1 000 1,000
1323 462,95 1,323,462.95

Numbers that are not immediately followed by lower-case b or h are decimal values (e.g., 25).

Numbers immediately followed by lower-case b (e.g., 0101b) are binary values. Underscores may be included
in binary values to increase readability or delineate field boundaries (e.g., 0101_1010b).
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Numbers immediately followed by lower-case h (e.g., 15h) are hexadecimal values. A sequence of numbers
and/or upper case letters 'A’ through 'F' immediately followed by lower-case h (e.g., FA23h) are hexadecimal
values. Underscores may be included in hexadecimal values to increase readability or delineate field
boundaries (e.g., FD8C_FA23h).

Numbers after a decimal point with overlines represent infinitely repeating digits (e.g., 666,6 means
666,666666... or 666 2/3).

Lists sequenced by letters (e.g., a) red, b) blue, ¢) green) show no ordering relationship between the listed
items. Numbered lists (e.g., 1) red, 2) blue, 3) green) show an ordering between the listed items.

In the event of conflicting information the precedence for requirements defined in this standard is:

1) text;
2) tables; then
3) figures.

Notes do not constitute any requirements for implementers.

3.5 Object and class diagram conventions

The notation in figure 3 and figure 4 is based on the Unified Modeling Language (UML) specification and the
Common Information Model (CIM) specification.

Figure 3 shows how objects and classes of objects are described.

Class - a descriptor for a set of objects with similar structure, behavior, and relationships. A class
has a class name and may have attributes. An object is a particular instance of a class.

Class

Attributes

Instantiation - shows an object with a specific combination of attributes from the indicated class.

Class
Attributes
/l\ /N
______ ) L e
] ]
1 [ ]
Object Object
Instantiated attributes Instantiated attributes

Figure 3 — Object and class diagram conventions
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Figure 4 shows how classes of objects are related by aggregation (i.e., containment) and generalization (i.e.,

inheritance).

Aggregation - the aggregate (whole) class contains the component (part) classes(s). Component

classes have access to all aggregate class attributes.

Aggregate (whole)

Aggregate attributes

Multiplicity

Aggregate (whole)

Aggregate attributes

Multiplicity

Multiplicity

Component (part)

Component attributes

Multiplicity

Component (part) A

Multiplicity

Multiplicity

Component attributes A

Component (part) B

Component attributes B

Multiplicity is a comma separated sequence of integer intervals in the form:
lower-bound .. upper-bound
where * may be used as an unlimited upper-bound.

Generalization - All members of a subclass are members of its superclass(es).
Each member of a subclass inherits all the attributes of its superclass(es).

Single superclass: Subclass with multiple superclasses:

Superclass Superclass A Superclass B
Superclass attributes Attributes A Attributes B

Subclass Subclass

Subclass attributes Subclass attributes

Multiple subclasses with one superclass:

Superclass

Superclass attributes

(text label describes this A A (text label is common to all
generalization path only)

Subclass A Subclass B Subclass C

Attributes A Attributes C

Attributes B

Figure 4 — Class diagram conventions for aggregation and generalization
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3.6 State machine conventions

3.6.1 State machine conventions overview

Figure 5 shows how state machines are described. See 4.3 for a summary of the state machines in this
standard.

/State machine name

State designator:State Name State designator:State Name State
(from upper layer) =
. . machine
1 Transition condition —»
' Request name or name
~ response name ===p> - -Message namep> or.state
designator
State 4
> —Transition condition » Transition condition J—Transition condition
designator \ State
State designator
— - ——-Message name
machine Request name or
name =--Message name=p» " response name
or state
designator
- (to lower layer)

/(different) State machine name (to all states, causing
transition to State

designator:State_Name) & -Message name--+ -

State designator:State Name

Confirmation name, X
indication name,or " ¥ == tm====——---- >

event notification name | it it ) !
| Transition condition ———»| Confirmation name,

( L -~ indication name, or
(from lower layer) event notification name

State designator:State Name
(to upper layer)

- ==:Message name == - --"Message name =-[>

(from transmitter or . - (to transmitter or
receiver) <¢—Transition condition receiver)

A\

Figure 5 — State machine conventions

When multiple state machines are present in a figure, they are enclosed in boxes with rounded corners.

Each state is identified by a state designator and a state name. The state designator (e.g., SL1) is unique
among all state machines in this standard. The state name (e.g., Idle) is a brief description of the primary
action taken during the state, and the same state name may be used by other state machines. Actions taken
while in each state are described in the state description text.

3.6.2 Transitions

Transitions between states are shown with solid lines, with an arrow pointing to the destination state. A
transition may be labeled with a transition condition label, a brief description of the event or condition that
causes the transition to occur.
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If the state transition leaves the page, the transition label goes to or from a state designator label with double
underlines rather than to or from a state.

The conditions and actions are described fully in the transition description text. In case of a conflict between a
figure and the text, the text shall take precedence.

Upon entry into a state, all actions to be processed in that state are processed. If a state is re-entered from
itself, all actions to be processed in the state are processed again. A state may be entered and exited in zero
time if the conditions for exiting the state are valid upon entry into the state. Transitions between states are
instantaneous.

3.6.3 Messages, requests, indications, confirmations, responses, and event notifications

Messages passed between state machines are shown with dashed lines labeled with a message name. When
messages are passed between state machines within the same layer of the protocol, they are identified by
either:

a) adashed line to or from a state machine name label with double underlines and/or state name label
with double underlines, if the destination is in a different figure from the source;

b) a dashed line to or from a state in another state machine in the same figure; or

c) adashed line from a state machine name label with double underlines to a “(to all states)” label, if the
destination is every state in the state machine.

The meaning of each message is described in the state description text.

Requests, indications, confirmations, responses, and event notifications are shown with curved dashed lines
originating from or going to the top or bottom of the figure. Each request, indication, confirmation, response,
and event notification is labeled. The meaning of each request, indication, confirmation, response, and event
notification is described in the state description text.

Messages with unfilled arrowheads are passed to or from the state machine’s transmitter or receiver, not
shown in the state machine figures, and are directly related to data being transmitted on or received from the
physical link.

3.7 Bit and byte ordering

In a field in a table consisting of more than one bit that contains a single value (e.g., a number), the least
significant bit (LSB) is shown on the right and the most significant bit (MSB) is shown on the left (e.g. in a byte,
bit 7 is the MSB and is shown on the left; bit 0 is the LSB and is shown on the right). The MSB and LSB are not
labeled if the field consists of 8 or fewer bits.

In a field in a table consisting of more than one byte that contains a single value (e.g., a number), the byte
containing the MSB is stored at the lowest address and the byte containing the LSB is stored at the highest
address (i.e., big-endian byte ordering). The MSB and LSB are labeled.

NOTE 6 - SATA numbers bits within fields the same as this standard, but uses little-endian byte ordering.

In a field in a table consisting of more than one byte that contains multiple fields each with their own values
(e.g., a descriptor), there is no MSB and LSB of the field itself and thus there are no MSB and LSB labels.
Each individual field has an MSB and LSB, but they are not labeled.

In a field containing a text string (e.g., ASCII or UTF-8), the MSB label is the MSB of the first character and the
LSB label is the LSB of the last character.

Multiple byte fields are represented with only two rows, with the non-sequentially increasing byte number
indicating the presence of additional bytes.

A data dword consists of 32 bits. Table 3 shows a data dword containing a single value, where the MSB is on
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the left in bit 31 and the LSB is on the right in bit 0.

Table 3 — Data dword containing a value

31|30(29(28|27|26|25|24|23|22|21|20|19|18|17|16|15|14|13|12|11{10|{9 |8 |7 |6 |5|4|3|2|1 |0

MSB Value LSB

Table 4 shows a data dword containing four one-byte fields, where byte 0 (the first byte) is on the left and byte
3 (the fourth byte) is on the right. Each byte has an MSB on the left and an LSB on the right.

Table 4 — Data dword containing four one-byte fields

31|30|29(28|27|26|25|24|23|22| 21 |20{19|18 |17|16|15|14|13(12/11|10|{9 |8 |7|6|5|4 |3 |2 (1|0

ByteO sg|mse . BYel  oglmsg _PY€2  gp|usp  BYe3

MSB  First byte) (Second byte) (Third byte) (Fourth byte)

LSB

3.8 Notation for procedures and functions

In this standard, the model for functional interfaces between objects is the callable procedure. Such interfaces
are specified using the following notation:

[Result =] Procedure Name (IN ([input-1] [,input-2] ...), OUT ([output-1] [,output-2] ...))
where:

Result: A single value representing the outcome of the procedure or function.

Procedure Name: A descriptive name for the function to be performed.

IN (Input-1, Input-2, ...): A comma-separated list of names identifying caller-supplied input data objects.

OUT (Output-1, Output-2, ...): A comma-separated list of names identifying output data objects to be
returned by the procedure.

[...]: Brackets enclosing optional or conditional parameters and arguments.

This notation allows data objects to be specified as inputs and outputs. The following is an example of a
procedure specification:

Found = Search (IN (Pattern, Item List), OUT ([Item Found]))
where:

Found = Flag
If set, indicates that a matching item was located.

Input Arguments:

Pattern = ... /* Definition of Pattern object */
Object containing the search pattern.

Item List = Item<NN> /* Definition of Iltem List as an array of NN Item objects*/
This list contains the items to be searched for a match.

Output Arguments:

Iltem Found = Item ...  /* Item located by the search procedure */
This object is only returned if the search succeeds.
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4 General
4.1 Architecture

4.1.1 Architecture overview

A SAS domain (see 4.1.7) contains one or more SAS devices and a service delivery subsystem. A SAS
domain may be a SCSI domain (see SAM-3).

A SAS device (see 4.1.4) contains one or more SAS ports (see 4.1.3). A SAS device may be a SCSI device
(see SAM-3).

A SAS port (see 4.1.3) contains one or more phys (see 4.1.2). A SAS port may be a SCSI port (see SAM-3).
The service delivery subsystem (see 4.1.6) in a SAS domain may contain expander devices (see 4.1.5).
Expander devices contain expander ports (see 4.1.3) and one SMP port.

An expander port contains one or more phys (see 4.1.2).

An expander device shares its phys with the SAS device(s) contained within the expander device.
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Figure 6 shows the SAS object model, showing the relationships between SAS domain, SCSI domain, service
delivery subsystem, expander device, expander port, SAS device, SCSI device, SAS port, SCSI port, and phy
objects. Relationships to ATA objects (e.g., ATA domain) are not shown in figure 6.

SCSI domain
1 [F SAS domain
1 1
1
Service delivery
subsystem
1
0..127
1.x Expander device
: SAS address
SCSl device —
1 1 ()1
SCSI device name
1.* 1.*
1 % SAS device
1 2..128
1.* Expander port
SCSI port Attached SAS address
SCSI port identifier
1.* 1 1
SAS port SMP port
SAS address Attached SAS address
Attached SAS address
1 1
Note: See SAM-3
for more details on 1.128 1.128 |1.124
SCSI domain, Phy
SCSI device, and
SCSI port. Phy identifier (device scope)

Figure 6 — SAS object model

4.1.2 Physical links and phys

A physical link is a set of four wires used as two differential signal pairs. One differential signal transmits in
one direction while the other differential signal transmits in the opposite direction. Data may be transmitted in
both directions simultaneously.

A physical phy contains a transceiver which electrically interfaces to a physical link, which attaches to another
physical phy. A virtual phy contains a vendor-specific interface to another virtual phy.
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Phys are contained in ports (see 4.1.3). Phys interface to the service delivery subsystem (see 4.1.6).

Figure 7 shows two phys attached with a physical link.

Phy Phy
Transceiver ) o Physical link Transceiver
Differential signal pair \
transmitter _ receiver

-Signal N, N
+Signal/

Differential signal pair
receiver [\/ transmitter
-Signal

|
\

A

A

+Signal |/

Figure 7 — Physical links and phys

An attached phy is the phy to which a phy is attached over a physical link.

A device may contain one or more phys. Each phy has a phy identifier (see 4.2.7) which is unique within the
device.

The transceiver follows the electrical specifications defined in 5.3. Phys transmit and receive bits at physical
link rates defined in 5.3. The physical link rates supported by a phy are specified or indicated by the
NEGOTIATED PHYSICAL LINK RATE field, HARDWARE MINIMUM PHYSICAL LINK RATE field, the HARDWARE MAXIMUM
PHYSICAL LINK RATE field, the PROGRAMMED MINIMUM PHYSICAL LINK RATE field, and the PROGRAMMED MAXIMUM
PHYSICAL LINK RATE field in the SMP DISCOVER function (see 10.4.3.5), SMP PHY CONTROL function (see
10.4.3.10), and Phy Control and Discover subpage (see 10.2.6.2.3). The bits are part of dwords (see 6.2.1),
each of which has been encoded using 8b10b coding into four 10-bit characters (see 6.2).

Figure 8 shows the phy object classes, showing the relationships between phy, virtual phy, physical phy, SAS
phy, expander phy, SAS initiator phy, SAS target phy, SSP phy, STP phy, SMP phy, SSP initiator phy, SSP

Working Draft Serial Attached SCSI (SAS) 25



T10/1562-D Revision 3g

18 April 2003

target phy, STP initiator phy, STP target phy, SMP initiator phy, and SMP target phy object classes. SATA phys
are also referenced in this standard but are defined by SATA (see ATA/ATAPI-7 V3).

Phy

Virtual: virtual, physical (only one)

& &

\ Phy is a SAS phy and/or an expander phy \

SAS phy

Expander phy

Role: initiator, target

SSP initiator phy

Protocol: SSP, STP, SMP A
N AN AN AN N N
M ! | i
: e |
- ] (
] |

SSP target phy Expander phy

Role: initiator
Protocol: SSP

STP initiator phy

Role: initiator
Protocol: STP

SMP initiator phy

Role: initiator
Protocol: SMP

Role: target
Protocol: SSP

STP target phy

Role: target
Protocol: STP

A SAS phy acts as 1 to 6 more-specific types of phys based on combinations of role/

protocol.

A SAS phy uses exactly one role and one protocol during a connection. It may use
different roles and/or protocols in different connections.

Figure 8 — Phy object classes

4.1.3 Ports (narrow ports and wide ports)

A port contains one or more phys. Ports in a device are associated with physical phys based on the
identification sequence (see 7.9). Ports are associated with virtual phys based on the design of the device.

A port is created from a set of physical phys if one or more physical phys contained within a device:

a)
b)

transmit the same SAS address (see 4.2) during the identification sequence (see 7.9); and
receive the same SAS address during the identification sequence (i.e., the corresponding attached
phy or phys transmit the same SAS address).

A wide port is created if there is more than one phy in the port. A narrow port is a port with only one phy.

A wide link is the set of physical links that attach a wide port to another wide port. A narrow link is the physical
link that attaches a narrow port to another narrow port.

26
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Attaching phys within a wide port to other phys in the same wide port is outside the scope of this standard.

Figure 9 shows examples of narrow ports and wide ports, with a representation of the SAS address

T10/1562-D Revision 3g

transmitted during the identification sequence. Although several phys on the left transmit SAS addresses of B,

only phys attached to the same SAS addresses become part of the same ports. The set of phys with SAS

address B attached to the set of phys with SAS address Y become one port, while the set of phys with SAS
address B attached to the set of phys with SAS address Z become another port.

Narrow link
Narrow port Narrow port
SAS address A N
phy Physical link phy
SAS address X
SAS address B Wid/(\a link
/\ -y
phy Physical Iink( ) ohy
v SAS address Y
Wide port : - Wide port
SAS address B A
phy Physical link ( ] ™ phy
vou SAS address Y
SAS address B Wi(?\e link
/\ | .y
phy Physical link ( ] ohy
SAS address Z
Wide port : . Wide port
SAS address B N
phy Physical link ( ) ™ phy
vV SAS address Z

Each horizontal line represents a differential signal pair

Figure 9 — Ports (narrow ports and wide ports)

In figures in this standard that show ports but not phys, the phy level of detail is not shown; however, each port
always contains one or more phys.
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Figure 10 shows the port object classes, showing the relationships between port, expander port, SAS port,
SAS initiator port, SAS target port, SSP port, STP port, SMP port, SSP initiator port, STP initiator port, SMP
initiator port, SSP target port, STP target port, and SMP target port object classes.

Port

Attached SAS address

18 April 2003

| Portis a SAS port and/or an expander port |

SAS port

SAS address
Role: initiator, target

Protocol: SSP, STP, SMP

Protocol: SSP

Expander port

N
|
1
1
|
|
|

Expander port

Protocol: SSP

N AN AR
-------- ! I [ S,
| 1 ( :
] 1 i
SSP initiator port : : P target port
]
SAS address ] : SAS address
Role: initiator : ! Role: target
! (
! (

STP initiator port

SAS address
Role: initiator
Protocol: STP

SMP initiator port
SAS address
Role: initiator

Protocol: SMP

STP target port

SAS address
Role: target
Protocol: STP

A SAS port acts as 1 to 6 more-specific types of ports based on combinations of role/

protocol.

A SAS port in an expander device (e.g., an SMP target port) inherits its SAS address
from the expander device. An expander port inherits its SAS address from the expander
device. SAS ports in SAS devices have their own SAS addresses.

Figure 10 — Port object classes

4.1.4 SAS devices

A SAS device contains one or more SAS ports, each containing one or more phys (i.e., a SAS port may be a

narrow port or a wide port).
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Figure 11 shows examples of SAS devices with different port and phy configurations.

Device Device
Narrow port Narrow port
=
phy phy
(el
Device
>
phy phy
-
Wide port Wide port
=
phy phy
-
Device
>
phy phy
e —
Wide port Wide port
phy phy
et

Each horizontal line represents a differential signal pair

4.1.5 Expander devices (edge expander devices and fanout expander devices)

Figure 11 — SAS devices

Expander devices are part of the service delivery subsystem and facilitate communication between multiple
SAS devices. Expander devices contain two or more external expander ports. Each expander device contains
at least one SMP target port for management and may contain SAS devices (e.g., an expander device may
include an SSP target port for access to a SCSI enclosure services logical unit).
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Figure 12 shows an expander device.

18 April 2003

Expander I
device | |
:Ex ander port SAS device
P P (internal/optional)
SMP (internal/
target optional)
port with virtual < SAS port -
phys — —
A i
\ 4 \ 4
Expander function
y y
I I
[ |
STP/SATA Expander port
bridge (narrow port)
(internal/ || » Expander
Expander optional) | P h —
port - phy ||
A A
Either SSP, STP and SMP SATA
\ 4

SATA device
port

AS initiator ports, SAS target ports, or
expander ports

Figure 12 — Expander device

There are two types of expander devices:

a) edge expander devices; and
b) fanout expander devices.

Figure 13 shows the expander device object classes.

Expander device

SAS address

A

An expander device is an edge expander device or a

fanout expander device
|

Edge expander device Fanout expander device

Figure 13 — Expander device object classes
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An edge expander device is part of an edge expander device set (see 4.1.8.2). A fanout expander device is an
expander device capable of being attached to two or more edge expander device sets.

See 4.6 for a detailed model of an expander device.
Each expander phy has one of the following routing attributes (see 4.6.7.1):

a) direct routing attribute;
b) table routing attribute; or
C) subtractive routing attribute.

Edge expander devices may contain phys with the subtractive routing attribute. A fanout expander device
shall not contain any phys with the subtractive routing attribute. Edge expander devices and fanout expander
devices may also contain phys with direct routing and table routing attributes.

Expander devices with expander phys with the table routing attribute contain an expander route table. The
expander route table may be configurable. An expander device with a configurable route table depends on a
management application client within the SAS domain to use the discover process (see 4.6.7.4) to configure
the expander route table. An expander device with expander phys with the table routing attribute that does not
have a configurable route table shall be self-configuring, and shall contain a management application client
and SMP initiator port to perform the discover process to configure its own expander route table.

4.1.6 Service delivery subsystem

The service delivery subsystem is either:

a) a set of physical links between a SAS initiator port and a SAS target port; or
b) a set of physical links and expander devices, supporting more than two SAS ports.

See 4.1.8 for rules on constructing service delivery subsystems from multiple expander devices.

4.1.7 Domains

Figure 14 shows examples of SAS domains (defined by this standard) and an ATA domain (defined by SATA).

4 N [ N 0\
SSP | | | ATA
initiator ~SSP STP ~SMP host
port initiator initiator initiator port
A port(s) port(s) port(s) A
SSP SMP

Service delivery

Ssp subsystem SATA
with expander
devices
\J ssp ¢ SMP # 4
SSP | | | ATA
aroet SSP STP SMP de‘é'r‘ie
P target target target b
SAS port(s) Qo) port(s) ATA domain
S domain )L SAS domain ) (informative)

Note: When expander devices are present, SAS target ports may be
located in SAS devices contained in expander devices.

Figure 14 — Domains
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Figure 15 shows a SAS domain bridging to one or more ATA domains.

4 N\
I I I
SSP STP SMP
initiator initiator initiator
port(s) port(s) port(s)
Ve N\

— A
STP | sTP/SATA | SATA| ATA device
bridge(s) port

Service delivery
subsystem
with expander
devices

ATA domain
(informative) Y,

SSP STP SMP
target target target
port(s) port(s) port(s)
Y SAS domain )

Figure 15 — SAS domain bridging to ATA domains

Figure 16 shows SAS initiator devices and SAS target devices with SAS ports in the same SAS domains and
in different SAS domains. When a SAS device has ports in different SAS domains, the ports may have the
same SAS address (see 4.2); when its ports are in the same SAS domain, they shall have different SAS
addresses.

N
SAS initiator SAS initiator SAS initiator SAS initiato
device device device device
Initiator Initiator Initiator Initiator Initiator Initiator
port port port port port port
/ﬁ\
< Expander devices > Expander devices
- -
Target Target Target Target Target Target
port port port port port port
SAS target SAS target SAS target SAS target
device device device device
SAS domain Y. SAS domain

Figure 16 — Devices spanning SAS domains
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4.1.8 Expander device topologies

4.1.8.1 Expander device topology overview

More than one expander device may be part of a service delivery subsystem. Some of them may be grouped
into edge expander device sets.

4.1.8.2 Edge expander device set

One or more edge expander devices may be grouped into an edge expander device set. The number of edge
expander devices and the routing attributes of the expander phys in the edge expander devices within an
edge expander device set shall be established when the edge expander device set is constructed. The
method used to construct edge expander sets is outside the scope of this standard.

An edge expander device set is bounded by expander phys with the direct routing attribute that are either:

a) attached to end devices; or
b) not attached to any device,

and by expander phys with the subtractive routing attribute that are:

a) attached to expander phys of a fanout device;

b) attached to expander phys with subtractive routing attributes on another edge expander device set;
c) attached to an end device; or

d) not attached to any device.

Phys with table routing attributes within an edge expander device set are used to provide attachments
between edge expander devices in the edge expander device set.

The number of SAS addresses used by an edge expander device set shall not exceed 128. This includes SAS
addresses for:

a) the edge expander devices within the edge expander device set;

b) SAS devices contained in the expander devices;

c) STP target ports in STP/SATA bridges contained in the expander devices; and
d) the end devices potentially attached to the edge expander device set.

To avoid an overflow of an edge expander route index during the discover process (see 4.6.7.4), an edge
expander device set shall be constructed such that the number of edge expander route indexes available per
phy identifier is greater than or equal to the sum of all SAS addresses addressable through the edge expander
phy.

An edge expander device set shall not be attached to more than one fanout expander device.

An edge expander device set may be attached to one other edge expander device set if that is the only other
edge expander device set in the SAS domain, they are attached using expander phys with subtractive routing
attributes, and there are no fanout expander devices in the SAS domain.
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Figure 17 shows an edge expander device set.

The root edge expander device in
each edge expander device set
uses the subtractive routing
method on the expander phys

18 April 2003

Upstream phys use the
subtractive routing method;
downstream phys use table

routing method or direct routing

attached to its peer. \ methods.
(Edge Y (Edge — )
expander Edge expander Edge
device expander device expander
set device set device
] ] ] ]
Edge Edge Edge Edge
expander expander expander expander
device device device device
\. \ J
I ] I ] 111
| ] | | ] | ] |

End device End device

End device End device End device

N

Y

Two edge expander device sets

Figure 17 — Edge expander device set

4.1.8.3 Expander device topologies

No more than one fanout expander device shall be included in a SAS domain. The fanout expander device
may be attached to up to 128 edge expander device sets or SAS ports.

34
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Figure 18 shows a SAS domain with the maximum number of expander device sets.

One fanout
expander
device

Fanout expander device

(Edge h (Edge
expander Edge expander
device expander device
Set deVice Set
| |
Edge Edge :
expander expander Edge expander device
device device
\§ J \_
I 11 I 11
I 11 I 11
End device End device End device End device
\

128 edge expander device sets

Figure 18 — Maximum expander device set topology
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End devices may be attached directly to the fanout expander device, as shown in figure 19.
One
fanout Fanout expander device
expander
device
(Edge ) h
expander Edge One SAS
device expander [ address per
_ set device | > expander
Maximum | | e o o . phy (i.e., per
of 128 Edge Edge End device end device)
SAS expander expander P
addresses device device
per
edge J
expander
device [ ]
set l Ll
End device End device
J

36

Ad .
128 attached end devices
or edge expander device sets

Figure 19 — Fanout expander device topology
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SAS initiator devices and SAS target devices may be attached to any of the edge expander devices within an
edge expander device set and at most, two edge expander device sets may be attached together without a
fanout expander, as shown in figure 20.

The root edge expander device in
each edge expander device set
uses the subtractive routing
method on the expander phys

Upstream phys use the
subtractive routing method;
downstream phys use table

routing method or direct routing

attached to its peer. \ methods.
(Edge Y ) (Edge — h
expander Edge expander Edge
device expander device expander
set device set device
] ] ] ]
Edge Edge Edge Edge
expander expander expander expander
device device device device
\ /. J
I ] I ] 111
| ] | | ] | ] |
End device End device End device End device End device
N J
Y

Two edge expander device sets
Figure 20 — Edge expander device set to edge expander device set topology

4.1.9 Pathways

A potential pathway is a set of physical links between a SAS initiator phy and a SAS target phy. When a SAS
initiator phy is directly attached to a SAS target phy, there is one potential pathway. When there are expander
devices between a SAS initiator phy and a SAS target phy, there are multiple potential pathways, each
consisting of a set of physical links between the SAS initiator phy and the SAS target phy. The physical links
may or may not be using the same physical link rate.

A pathway is a set of physical links between a SAS initiator phy and a SAS target phy being used by a
connection (see 4.1.10).
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Figure 21 shows examples of potential pathways.

SAS phy —  SAS phy

A

Expander device
1
SAS phy » Expander phy Expander phy ——»  SASPhY
SASphy —‘ Expander phy‘ \ Expander phy | > SAS phy
Key:
< Single physical link Potential Pathway

Figure 21 — Potential pathways

A partial pathway is the set of physical links participating in a connection request that has not reached the
destination phy (e.g., the OPEN address frame has been transmitted by the source phy but the OPEN
address frame has not yet reached the destination phy)(see 7.12).

A partial pathway is blocked when path resources it requires are held by either another connection or another
partial pathway (see 7.12).

4.1.10 Connections

A connection is a temporary association between a SAS initiator port and a SAS target port. During a
connection all dwords from the SAS initiator port are forwarded to the SAS target port, and all dwords from the
SAS target port are forwarded to the SAS initiator port.

A connection is pending when an OPEN address frame has been delivered along a completed pathway to the
destination phy but the destination phy has not yet responded to the connection request. A connection is
established when an OPEN_ACCEPT is returned to the source phy.

A connection enables communication for one protocol: SSP, STP, or SMP. For SSP and STP, connections
may be opened and closed multiple times during the processing of a command (see 7.12).

The connection rate is the effective rate of dwords through the pathway between a SAS initiator phy and a
SAS target phy, established through the connection request. Every phy shall support a 1,5 Gbps connection
rate regardless of its physical link rate.

One connection may be active on a physical link at a time. If the connection is an SSP or SMP connection and
there are no dwords to transmit associated with that connection, idle dwords are transmitted. If the connection
is an STP connection and there are no dwords to transmit associated with that connection, SATA_SYNCs,
SATA_CONTSs, or vendor-specific scrambled data dwords (after a SATA_CONT) are transmitted. If there is no
connection on a physical link then idle dwords are transmitted.

The number of connections established by a SAS port shall not exceed the number of SAS phys within the
SAS port (i.e., only one connection per SAS phy is allowed). There shall be a separate connection on each
physical link.
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If multiple potential pathways exist between the SAS initiator port(s) and the SAS target port(s), multiple
connections may be established by a SAS port between the following:

a) one SAS initiator port to multiple SAS target ports;
b) one SAS target port to multiple SAS initiator ports; or
c) one SAS initiator port to one SAS target port.

Once a connection is established, the pathway used for that connection shall not be changed (i.e., all the
physical links that make up the pathway remain dedicated to the connection until it is closed).

Figure 22 shows examples of connections between wide and narrow ports. All the connections shown may
occur simultaneously. Additionally:

a) the connections labeled A and B are an example of one SAS initiator port with connections to multiple
SAS target ports;

b) the connections labeled A and C are an example of one SAS target port with connections to multiple
SAS initiator ports;

c) the connections labeled E and F are an example of multiple connections between one SAS initiator
port and one SAS target port; and

d) the connections labeled C, D, E, and F are an example of one SAS initiator port with connections to
multiple SAS target ports with one of those SAS target ports having multiple connections with that
SAS initiator port.
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SAS initiator Expander device SAS target
device device
Expander port Expander port
A A E— 0 A
Phy Expander phy Expander phy [« o — Phy SAS
SAS / W target
initiator i Cport
port Phy Expander phy Expander phy ——+—# Phy
E Y \ \
B SAS
e Expander phy < > Phy | target
C port
Phy Expander phy
Expander port
Expander port SAS
Phy < > Expander phy ‘ Expander phy |< > Phy ta:)g(])e:i
L I ‘ \ I
SAS Expander port
Ll )7 Target device
port ] Expander port
E - A
Phy [« ™ Expander phy F
{ Expander phy ¢ — Phy
SAS
target
E port
Phy Expander phy \ Expander phy [< - ™ Phy
T E
Key: o——— Single physical link O Wide link X X Connection

Notes: The expander device has a unique SAS address. Each SAS initiator port and SAS target port
has a unique SAS address. Connections E and F represent a wide SAS initiator port with two
simultaneous connections to a wide SAS target port.

Figure 22 — Multiple connections on wide ports
4.2 Names and identifiers

4.2.1 Names and identifiers overview

Device names are worldwide unique names for devices within a transport protocol (see SAM-3). Port names
are worldwide unique names for ports within a transport protocol. Port identifiers are the values by which ports
are identified within a domain, and are used as SAS addresses. Phy identifiers are unique within a device.
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Table 5 describes the definitions of names and identifiers for SAS.

Table 5 — Names and identifiers

T10/1562-D Revision 3g

Object SAS implementation
Port identifier SAS address
Port name Not defined
Device name SAS address
Phy identifier Phy identifier

Table 6 describes how various SAM-3 objects are implemented in SSP.

Table 6 — SAM-3 object mapping

SAM-3 object SSP implementation
Initiator port identifier SAS address of SSP initiator port
Initiator port name Not defined
Target port identifier SAS address of SSP target port
Target port name Not defined
Device name SAS address of SCSI device

4.2.2 SAS addresses

Table 7 defines the SAS address format. SAS addresses shall be compatible with the NAA (Name Address

Authority) IEEE Registered format identification descriptor defined in SPC-3.

Table 7 — SAS address format

Byte\Bit 7 6 5 4 3

0 NAA (5h) (MSB)

1

IEEE COMPANY ID

3 (LSB) | (MSB)

VENDOR-SPECIFIC IDENTIFIER

(LSB)

The NAA field contains 5h.

The IEEE COMPANY ID field contains a 24-bit canonical form company identifier assigned by the IEEE.
Information about IEEE company identifiers may be obtained from the http://standards.ieee.org/regauth/oui

web site.

The VENDOR-SPECIFIC IDENTIFIER contains a 36-bit numeric value that is uniquely assigned by the organization

associated with the company identifier in the IEEE COMPANY ID field.
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The SAS address shall be worldwide unique. A SAS address of 00000000_00000000h indicates an invalid
SAS address.
4.2.3 Hashed SAS address

SSP frames include a hashed version of the SAS address to provide an additional level of verification of
proper frame routing.

The code used for the hashing algorithm is a cyclic binary Bose, Chaudhuri and Hocquenghem (BCH) (63, 39,
9) code. Table 8 lists the parameters for the code.

Table 8 — Hashed SAS address code parameter

Parameter Value
Number of bits per codeword 63
Number of data bits 39
Number of redundant bits 24
Minimum distance of the code 9

The generator polynomial for this code is:
GX)=(C+x+1) (B +x*+x2+x+1) 0B +x>+x2+x+1) (X8 +x3+1)
After multiplication of the factors, the generator polynomial is:
G(X) = X2 + X232 + x22 + x20 4+ x19 4 17 4+ x16 4 518 4+ %10 1 394+ x84+ 3B + x5+ x4 + X2+ x + 1

Annex D contains information on SAS address hashing.

4.2.4 Device names

Each expander device, SAS initiator device, SAS target device, and SAS target/initiator device shall include a
SAS address (see 4.2.2) as its device name. The selected SAS address shall be used for no other name or
identifier.

Expander devices report their device names in the IDENTIFY address frame (see 7.8.2).

Logical units accessed through SSP target ports report SAS target device names through SCSiI vital product
data (see 10.2.9).

NOTE 7 - There is no way to retrieve SAS initiator device names defined in this standard.

4.2.5 Port names

Port names as defined by SCSI are not defined in SAS.

NOTE 8 - The SAS address used by SSP target ports in different SAS domains may be the same (e.g., when
a set of phys transmit the same SAS address in the identification sequence but receive different SAS
addresses, indicating they are attached to two separate SAS domains) so it serves as a port identifier rather
than a port name.

4.2.6 Port identifiers

Each SAS initiator port, SAS target port, and SAS target/initiator port shall include a SAS address (see 4.2.2)
as its port identifier. The selected SAS address shall be used for no other name or identifier.

SAS ports report their port identifiers in the IDENTIFY address frame (see 7.8.2). Port identifiers are used as
source and destination addresses in the OPEN address frame (see 7.8.3).

Logical units accessed through SSP target ports report SAS target port identifiers through SCSI vital product
data (see 10.2.9).
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4.2.7 Phy identifiers

Each SAS phy and expander phy shall be assigned an identifier that is unique within the SAS device and/or
expander device. The phy identifier is used for management functions (see 10.4).

Phy identifiers shall be greater than or equal to 00h and less than 80h.
4.3 State machines

4.3.1 State machine overview

Figure 23 shows the state machines for SAS devices, their relationships to each other and to the SAS device,
SAS port, and SAS phy objects.

SAS device 0
SCSI application ATA application Management application
layer (SA) layer (AA) layer (MA)
SAS port ¢ ¢ ¢
SSP transport layer STP transport layer SMP transport layer
(ST) (TT) (MT)
' — 4
Port layer (PL) - —
! D S | |
Sss | I
SAS ph
phy N
SSP link layer STP link layer SMP link layer < ) >
(SSP) (STP) (SMP) '
I I \J
Link layer (SL) - >
Phy layer (SP) - —>
K‘\ j//
™ One or more SAS phys (with matching
number of TTs and MTs) per SAS port
. Y

N,
~

One or more SAS ports per SAS device

Figure 23 — State machines for SAS devices
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Figure 24 shows the state machines for expander devices, their relationships to each other and to the
expander device, expander port, and expander phy objects. Expander function state machines are not defined
in this standard, but the interface to the expander function is defined in 4.6.6.

Expander device

External expander port \\

(e N
External ™~ N
expander phy ~

Expander
link layer
(XL)

¢+

Phy layer
(SP)

Y
.

"One or more expander
Kphys per expander port

. /
* One or more expander ports

per expander device

~

External expander port Y
(o )
E

xternal
expander phy

Expander
link layer
(XL)

A

Expander function

.
Y

R

Phy layer
(SP)

One or more expander

\

kphys per expander port

J

™. One or more expander ports
per expander device Yy,

Figure 24 — State machines for expander devices

Annex | contains a list of messages between state machines.
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4.3.2 Transmit data path

Figure 25 shows the transmit data path in a SAS phy.

T10/1562-D Revision 3g
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o ——— -

| ]
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PP t t| | link
layer | ranspor n Key: and the next dword may be
(AA) layer (TT)|  |layer| — _____ Controls presented.
Data path
/
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Figure 25 — Transmit data path in a SAS phy
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Figure 26 shows the transmit data path for the SSP link layer and the communication to the port layer, SSP
transport layer, and SCSI application layer. Only the SSP link layer (i.e., not the port, transport, or application
layer) transmits dwords.

SCSI application layer (SA)
(initiator device: creates SCSI commands
target device: processes SCSI commands)
]
A 4 The SSP link layer
SSP transport layer (ST) may transmit ACK/
(builds and parses SSP frames) NAK/RRDY inside
: frames
Y _
multiple link layers) :
T T
/i y :
: |
( SSP_TF (transmit Frame :
' frame) state machine '
| DONE :
|
l .
! SSP link layer idle dword >\( SSP dword
! idle dword generator >
i
ACK
\ SSP_TAN (transmit
P> ACK/NAK control) state NAK
machine ‘
SSP_TC (transmit RRDY
credit) state machine CREDIT_BLOCKED

Figure 26 — SSP link, port, SSP transport, and SCSI application layer state machines
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Figure 27 shows the transmit data path for the SMP link layer and the communication to the port layer, SMP

transport layer, and management application layer. Only the SMP link layer (i.e., not the port, transport, or

application layer) transmits dwords.

Management application layer (MA)
(initiator device: creates SMP functions
target device: processes SMP functions)

1

y

SMP transport layer (MT)
(builds and parses SMP frames)

y

Port layer

(Multiple transport layers to
multiple link layers)
T

Y

SMP link layer
SMP transmitter

SMP_IP (link layer for
SMP initiator phys) or

f
SMP_IT (link layer for rame

SMP target phys) state idle dword

SMP dword

machine

Figure 27 — SMP link, port, SMP transport, and management application layer state machines
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Figure 28 shows the transmit data path for the STP link layer and communication to the port layer, STP
transport layer, and ATA application layer. Only the STP link layer (i.e., not the port, transport, or application
layer) transmits dwords.

Power management
primitives (e.g.,

IATA application layer state machines (AA)
Host: Vendor-specific
Device: Device Command layer (D)

T
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SATA_PMREQ P,
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SATA_PMACK,
SATA_PMNAK) and

STP transport layer state machine (TT)

(based on SATA transport layer state machines)
Host transport: HT (transmit FIS, decompose FIS)
Device transport: DT (transmit FIS, decompose FIS)

v

Port layer
(Multiple transport layers to multiple

link layers)

SATA state machines are
defined by ATA/ATAPI-7 V3
and are shown here only for

reference

ALIGN
Miscellaneous
primitives (e.g.,
SATA_SYNC and
ALIGN)
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L

LPM

~— >
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y

STP link layer state machine
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LT = Link transmit

LR = Link receive

LPM = Link power mode
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(e.g., SATA_X_RDY,
SATA_HOLDA,
SATA_HOLD, SATA_SOF,
SATA_EOF, and
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dwords (frame and CRC)
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y/

/

- -

Receive frame primitives (e.g.,
SATA_R_RDY, SATA_SYNC,
SATA _R_IP, SATA DMAT,
SATA _HOLD, SATA_HOLDA,
SATA_R_OK, and SATA_R_ERR)
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Figure 28 — STP link, port, STP transport, and ATA application layer state machines
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Figure 29 shows the transmit data path in an expander phy.

Expander phy h
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Figure 29 — Transmit data path and state machines in an expander phy
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4.3.3 State machines and SAS device, SAS port, and SAS phy objects

Figure 30 shows which state machines are contained within the SAS device, SAS port, and SAS phy objects.

SAS device
Application layer - state
machines generally outside the 1/ 1
scope of this standard
0.1 1.*
Application layer state SAS port
machines
SA PC state machine
Transport layer - at least one of 1 1 1
ST, TT, or MT is present
0.1 0.1 0.1 1
ST state TT state MT state | Port layer state
machines machines machines machines
ST_| state MT_IP state PL_OC state machine
machines machines PL_PM state machines
ST_T state MT_IT state
machines machines
1.*
SAS phy
1 1 1
1 1 Link layer -
Phy layer state Link layer state at least one
machines machines of SSP,
. ; STP, or
SP state machine SL_IR state machines SMP is
SP_DWS state machine SL state machines present
0.1 0.1 0.1
SSP state STP state SMP state
machines machines machines

Figure 30 — State machine and SAS device, SAS port, and SAS phy objects
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Figure 31 shows which state machines are contained within the expander device, expander port, and
expander phy objects.

Expander device

Expander function state
1 1 machines are outside the
scope of this standard

1.* 1
Expander port Expander function
ECM
ECR
1 BPP
1.*

Expander phy

1 1
1 1
Phy layer state Link layer state
machines machines
SP state machine SL_IR state machines
SP_DWS state machine XL state machine

Figure 31 — State machine and expander device, expander port, and expander phy objects
4.4 Resets

4.4.1 Reset overview
Figure 32 describes the reset terminology used in this standard:

a) link reset sequence;

b) phy reset sequence (see 6.6);

c) SATA OOB sequence (see 6.6.2.1);

d) SATA speed negotiation sequence (see 6.6.2.2);
e) SAS OOB sequence (see 6.6.4.1);

f) SAS speed negotiation sequence (see 6.6.4.2);
g) hard reset sequence (see 7.9); and

h) identification sequence (see 7.9).
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Figure 32 — Reset terminology
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The phy reset sequences, including the OOB sequence and speed negotiation sequences, are implemented
by the SP state machine and are described in 6.6 and 6.8. The hard reset sequence and identification
sequence are implemented by the SL_IR state machine and are described in 7.8.

The link reset sequence has no effect on the transport layer and application layer. HARD _RESET may be
used during the identification sequence to initiate a hard reset. The link reset sequence serves as a hard reset
for SATA devices.

4.4.2 Hard reset

Between the link reset sequence and the IDENTIFY address frame, if a SAS phy receives a HARD_RESET, it
shall be considered a reset event and initiate a hard reset of the port containing that phy.

When a port detects a hard reset, it shall stop transmitting valid dwords on each of the phys contained in that
port. Each phy may then participate in new phy reset sequences and start transmitting. The hard reset shall
not affect any other ports in the device. Expander devices shall not forward HARD_RESETSs to other phys.

If the port is an SSP port, a hard reset causes a Transport Reset event notification to the SCSI application
layer (see 10.2.4); the SCSI device shall perform the actions defined for hard reset in SAM-3.

If the port is an STP port, the ATA device shall perform the actions defined for power-on or hardware reset in
ATA.

If the port is an expander port, the expander function and other expander ports in the expander device shall
not be affected by hard reset. SAS devices contained in the expander device shall not be affected by hard
resets received by external expander ports in the expander device.

If a SAS device is contained in an expander device, its SSP ports, STP ports, and/or SATA ports shall initiate
a hard reset when an SMP PHY CONTROL function with a phy operation of HARD RESET and phy identifier
specifying a virtual expander phy attached to such a SAS port is processed (see 10.4.3.10).

After processing a hard reset, a phy shall originate a link reset sequence.

After the link reset sequence completes, each logical unit to which an SSP target port has access shall create
a unit attention condition for all SSP initiator ports. The sense key shall be set to UNIT ATTENTION with the
additional sense code set to SCSI BUS RESET OCCURRED (see SPC-3 for additional sense code
assignments).

451 _T nexus loss

When a SAS port receives OPEN_REJECT (NO DESTINATION), OPEN_REJECT (PATHWAY BLOCKED),
or an open connection timeout occurs in response to a connection request, it shall retry the connection
request until:

a) the connection is established;

b) for SSP target ports, the time indicated by the I_T NEXUS LOSS field in the Protocol-Specific Port
Control mode page (see 10.2.6.2) expires; or

c) for STP or SMP connection requests, a vendor-specific |_T nexus loss time expires.

An SSP initiator port should retry the connection request for the time indicated by the |_T NEXUS LOSS field in
the Protocol-Specific Port Control mode page (see 10.2.6.2) for the SSP target port to which it is trying to
establish a connection.

If the time expires, then the port shall send a Nexus Lost event notification to the SCSI application layer (see
10.2.4); the SCSI device shall perform the actions defined for |_T nexus loss in SAM-3.

I_T nexus loss is handled by the port layer state machine (see 8.2.2.3).
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4.6 Expander device model

4.6.1 Expander device model overview
An expander device shall contain the following:

a) an expander function containing:
A) expander connection manager (ECM);
B) expander connection router (ECR); and
C) broadcast primitive processor (BPP);
b) two or more physical expander phys. For the maximum number of phys, see 4.1.5;
c) an expander port available per phy; and
d) an SMP target port.

An expander device may contain SAS devices with SSP ports, STP ports, and/or SMP ports.
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Figure 33 shows a model of an expander device showing the state machines in each expander port. The
internal SMP port is not shown.

Expander device

Internal expander port — Expander function

Virtual phy —

Expander link layer (XL)

Narrow ports or

Protocol-specific wide ports
link and transport layers -

External expander port - SATA host port —
External SATA phy

STP/SATA transport Expander Expander
layer Narrow ports connection connection
router manager
; S EE—
Expander link layer (XL (ECR) (ECM)

and SL_IR)

SATA phy layer

External expander port —  Narrow ports or
]  wide ports

External phy ]

Expander link layer
(XL and SL_IR)

Phy layer
(SP and DWS)

Broadcast primitive
| | processor (BPP)

Figure 33 — Expander device model

4.6.2 Expander ports

An external expander port contains one or more physical phys (see 4.1.2). Each expander phy contains an
expander link layer with an XL state machine and an SL_IR state machine. The expander link layers within an
expander port request and respond to connection requests independently.

An internal expander port contains a virtual phy with an expander link layer and a protocol-specific transport
layer (e.g., to provide access to a SCSI enclosure services device as an SSP target).

Each expander device shall include one internal SMP port using the expander device’'s SAS address.
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Any additional internal SAS ports shall be inside SAS devices contained in the expander device, and thus
have SAS addresses different from that of the expander device. These SAS ports shall be attached to internal
expander ports with virtual phys.

4.6.3 Expander connection manager (ECM)

The ECM performs the following functions:

a) maps a destination SAS address in a connection request to a destination phy using direct,
subtractive, or table routed addressing methods;

b) arbitrates and assigns or denies path resources for connection requests following SAS arbitration and
pathway recovery rules; and

c) configures the ECR.

4.6.4 Expander connection router (ECR)
The ECR routes messages between pairs of expander phys as configured by the ECM. Enough routing
resources shall be provided to support at least one connection.

4.6.5 Broadcast primitive processor (BPP)

The BPP receives broadcast primitive requests from each expander phy and requests transmission of those
requests on all expander ports except the expander port from which the broadcast primitive request was
received.

4.6.6 Expander device interfaces

4.6.6.1 Expander device interface overview

The expander device arbitrates and routes between expander phys. All routing occurs between expander
phys, not expander ports. The interaction between an XL state machine and the expander function consists of
requests, confirmations, indications, and responses. This interaction is called the expander device interface.
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Figure 34 describes the interfaces present within an expander device.
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Figure 34 — Expander device interfaces
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4.6.6.2 Expander device interfaces detail

Figure 35 shows the interface requests, confirmations, indications, and responses used by an expander
device to manage connections.
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Figure 35 — Expander device interface detail

4.6.6.3 ECM interface

Table 9 describes the requests from an expander phy to the ECM.

Table 9 — Expander phy to ECM requests

Message Description

Request Path (arguments) Request for a connection.
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Table 9 describes the responses from an expander phy to the ECM.

Table 10 — Expander phy to ECM responses

Message

Description

Phy Status (Partial Pathway)

Response meaning that an expander phy contains a partial pathway.

Phy Status (Blocked Partial
Pathway)

Response meaning that an expander phy contains a partial pathway and
the most recent AIP received or indicated is AIP (WAITING ON
PARTIAL).

Phy Status (Connected)

Response meaning that an expander phy is being used for a connection.

Table 11 describes the confirmations from the ECM to an expander phy.

Table 11 — ECM to expander phy confirmations

Message

Description

Arbitrating (Waiting On
Partial)

Confirmation that the ECM has determined that:
a) atleast one destination phy matches the requested destination
SAS address; and
b) all of the phys within the destination port are returning a Phy Status
(Partial Pathway) response.

Arbitrating (Blocked On
Partial)

Confirmation that the ECM has determined that:
a) atleast one destination phy matches the requested destination
SAS address; and
b) all of the phys within the destination port are returning a Phy Status
(Blocked Partial Pathway) response.

Arbitrating (Waiting On

Confirmation that the ECM has determined that:
a) at least one destination phy matches the requested destination
SAS address;

Connection) b) no phys within the destination port are available; and
c) at least one of the phys within the destination port are returning a
Phy Status (Connected) response.
Arb Won Confirmation that an expander phy has won path arbitration.
Arb Lost Confirmation that an expander phy has lost path arbitration.

Arb Reject (No Destination)

Confirmation that the ECM did not find an operational expander phy
configured to match the requested destination SAS address.

Arb Reject (Bad Destination)

Confirmation that the ECM has determined that the requested destination
SAS address maps back to the requesting port.

Arb Reject (Bad Connection
Rate)

Confirmation that the ECM has determined that at least one destination
phy matches the requested destination SAS address but no phys within
the destination port are configured to support the requested connection
rate.

Arb Reject (Pathway
Blocked)

Confirmation that the ECM has determined that the requesting expander
phy shall back off according to SAS pathway recovery rules.
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4.6.6.4 ECR interface

Table 12 describes the requests from an expander phy to the ECR and the corresponding indications from the
ECR to another expander phy.

Table 12 — Expander phy to ECR to expander phy requests and indications

Message Description

Transmit Open (arguments) Request/indication to transmit an OPEN address frame.

Transmit Close Request/indication to transmit a CLOSE.

Transmit Break Request/indication to transmit a BREAK.

Transmit Dword Request/indication to transmit a dword.

Table 13 describes the responses from an expander phy to the ECR and the corresponding confirmations
from the ECR to another expander phy.

Table 13 — Expander phy to ECR to expander phy responses and confirmations

Message Description

Arb Status Confirmation/response that AIP (NORMAL) has been received.

(Normal)

Arb Stat_u s (Waiting Confirmation/response that AIP (WAITING ON PARTIAL) has been received.
On Partial)

Arb Status (Waiting Confirmation/response that AIP (WAITING ON CONNECTION) has been

On Connection) received.

Arb Stat_us (Waiting Confirmation/response that AIP (WAITING ON DEVICE) has been received.
On Device)

Open Accept Confirmation/response that OPEN_ACCEPT has been received.

Open Reject

Confirmation/response that OPEN_REJECT has been received.

Backoff Retry

Confirmation/response that:
a) a higher priority OPEN address frame has been received (see 7.12.3); and
b) the source SAS address and connection rate of the received OPEN
address frame are not equal to the destination SAS address and
connection rate of the transmitted OPEN address frame.

Backoff Reverse
Path

Confirmation/response that:
a) a higher priority OPEN address frame has been received (see 7.12.3); and
b) the source SAS address and connection rate of the received OPEN
address frame are equal to the destination SAS address and connection
rate of the transmitted OPEN address frame.
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4.6.6.5 BPP interface

Table 14 describes the requests from an expander phy to the BPP.

Table 14 — Expander phy to BPP requests

Message Description

Broadcast Event Notify
(Phy Not Ready)

Broadcast Event Notify
(SATA Spinup Hold)

Broadcast Event Notify
(Identification Sequence

Request to transmit a BROADCAST (CHANGE) on all other ports
because an expander phy lost dword synchronization (see 6.7).

Request to transmit a BROADCAST (CHANGE) on all other ports
because the SATA spinup hold state has been reached (see 6.9).

Request to transmit a BROADCAST (CHANGE) on all other ports
because an expander phy has completed the identification sequence

Complete)

(see 7.9).

Broadcast Event Notify
(CHANGE Received)

Request to transmit a BROADCAST (CHANGE) on all other ports
because a BROADCAST (CHANGE) was received.

Broadcast Event Notify
(RESERVED CHANGE
Received)

Broadcast Event Notify
(RESERVED 0 Received)

Broadcast Event Notify
(RESERVED 1 Received)

Request to transmit a BROADCAST (RESERVED CHANGE) on all other
ports because a BROADCAST (RESERVED CHANGE) was received.

Request to transmit a BROADCAST (RESERVED 0) on all other ports
because a BROADCAST (RESERVED 0) was received.

Request to transmit a BROADCAST (RESERVED 1) on all other ports
because a BROADCAST (RESERVED 1) was received.

Table 15 describes the indications from the BPP to an expander phy.

| Table 15 — BPP to expander phy indications
| Message Description
| Transmit Broadcast (type) Indication to transmit a BROADCAST with the specified type.

4.6.7 Expander device routing

| 4.6.7.1Routing attributes and routing methods
Each expander phy in an expander device shall support one of the following routing attributes:

a) direct routing attribute;
b) table routing attribute; or
c) subtractive routing attribute.

| The routing attributes allow the ECM to determine which routing method to use when routing connection
requests to the expander phy:

a) the table routing method routes connection requests to attached expander devices using an expander
route table;

b) the subtractive routing method routes unresolved connection requests to an attached expander
device; or

c) the direct routing method routes connection requests to attached end devices or SAS devices
contained in the expander device.

An expander phy with the direct routing attribute allows the ECM to use the direct routing method.
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An expander phy with the table routing attribute allows the ECM to use one of the following methods to route
connection requests:

a) the table routing method and the direct routing method if attached to an expander device; or
b) the direct routing method if attached to an end device.

An expander device may have zero or more phys with the table routing attribute.

An expander phy with the subtractive routing attribute allows the ECM to use one of the following methods to
route connection requests:

a) the subtractive routing method if attached to an expander device; or
b) the direct routing method if attached to an end device.

An edge expander device shall have at most one defined port containing phys with the subtractive routing
attribute. Phys in a fanout expander device shall not have the subtractive routing attribute.

An edge expander device shall only use phys with the table routing attribute to attach to phys with the
subtractive routing attribute in other edge expander devices within an edge expander device set.

If multiple phys within an expander device have subtractive routing attributes and are attached to expander
devices, they shall attach to phys with identical SAS addresses (i.e., the same expander port).

If multiple phys within an expander device have subtractive routing attributes and are attached to expander
devices that do not have identical SAS addresses, the application client that is performing the discover
process (see 4.6.7.4) shall report an error in a vendor-specific manner.

4.6.7.2 Connection request routing

The ECM shall determine how to route a connection request from a source expander phy to a destination
expander phy in a different expander port using the following precedence:

1) route to an expander phy with the direct routing attribute or table routing attribute when the destination
SAS address matches the attached SAS address;

2) route to an expander phy with the table routing attribute when the destination SAS address matches
an enabled routed SAS address in the expander route table;

3) route to an expander phy with the subtractive routing attribute; or

4) return an Arb Reject confirmation (see 4.6.6.3) to the source expander phy.

If the destination expander phy only matches an expander phy in the same expander port from which the
connection request originated, then the ECM shall return an Arb Reject confirmation.

If the destination SAS address of a connection request matches a disabled routed SAS address in an
expander route table, then the ECM shall ignore the match.

4.6.7.3 Expander route table

An expander device that supports the table routing method shall contain an expander route table. The
expander route table is a structure that provides an association between destination SAS addresses and
expander phy identifiers. Each association represents an expander route entry.

An expander device reports the size of its expander route table and indicates if the expander route table is
configurable in the SMP REPORT GENERAL function (see 10.4.3.3). Each expander route entry shall be
disabled after power on.

A management application client may reference a specific expander route entry within an expander route
table with the SMP REPORT ROUTE INFORMATION function (see 10.4.3.8) and the SMP CONFIGURE
ROUTE INFORMATION function (see 10.4.3.9).
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Figure 36 shows a representation of an expander route table.

Expander route table

Expander route entry

>~ Includes:
N ™~ ¢ Routed SAS address
¢ Enable/disable bit

Expander route index

An expander route index for each
expander route entry.

M = expander route indexes - 1

Figure 36 — Expander route table example

The number of end devices that may be attached to an edge expander device set is dependent on the number
of expander route entries in the expander route table of the edge expander devices.
4.6.7.4 Discover process

The management application client performing the discover process shall perform a level-order (i.e.,
breadth-first) traversal of the SAS domain to identify the end devices and expander devices in the SAS
domain. The order of traversal shall be to discover:

1) the device to which the device containing the management application client is attached;
2) if the attached device is an expander device, every device attached to that expander device; and
3) for each expander device found, every device attached to that expander device.

This order is repeated until all expander devices have been traversed.
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Figure 37 shows an example of level-order traversal.

Management application client in an
end device or expander device

Expander
1 .
device
| — |
2 | Expander 3 End 4 | Expander 5 | Expander
device device device device
I |
6 | Expander 7 | Expander 8 End 9| Expander | 10 End
device device device device device
11 End 12| Expander 13 End 14 End
device device device device
15 End 16 End
device device

Assume that the lowest phy identifier in each expander device is on the top
right, and the remaining phys are numbered counter-clockwise

Figure 37 — Level-order traversal example

The discover process begins with the management application client determining that an expander device is
attached.

If an expander device is detected, the management application client shall use the SMP REPORT GENERAL
function (see 10.4.3.3) and SMP DISCOVER function (see 10.4.3.5) to determine what is attached to each
expander phy.

If an expander device is detected and its CONFIGURABLE ROUTE TABLE bit is set to one in the SMP REPORT
GENERAL function response, the management application client shall configure its expander route table as
described in 4.6.7.5.

If an end device is detected, the management application client may attempt to open an SMP connection to
determine if it contains an SMP target port, and use the SMP REPORT GENERAL function to determine
additional information about the end device. End devices are not required to support SMP.

The result of the discover process is that the management application client has the necessary information to
communicate with each SAS device and expander device in the SAS domain and each configurable expander
device is configured with the expander route entries to allow routing of connection requests through the SAS
domain.

The discover process may be aborted prior to completion if there is an indication that it may be based on
incorrect information (e.g., arrival of a BROADCAST (CHANGE)).
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The management application client shall allow the following attachments between expander phys:

a) edge expander phy with the subtractive routing attribute attached to an edge expander phy with the
subtractive routing attribute;

b) edge expander phy with the subtractive routing attribute attached to an edge expander phy with the
table routing attribute;

c) edge expander phy with the subtractive routing attribute attached to a fanout expander phy with the
table routing attribute.

If the management application client detects any other combination of expander phy attachment (e.qg.,
expander phy with table routing attached to expander phy with table routing, or an expander phy with direct
routing attached to an expander phy), it shall report an error in a vendor-specific manner.

If the management application client detects an overflow of the edge expander route index, it shall report an
error in a vendor-specific manner.

If the management application client detects an expander route entry that references the SAS address of the
expander device itself (i.e., self-reference), it shall disable the expander route entry by setting the DISABLE
EXPANDER ROUTE ENTRY bit to one in the SMP CONFIGURE ROUTE INFORMATION function (see 10.4.3.9).

The management application client shall disable each expander route entry in the route table by setting the
DISABLE EXPANDER ROUTE ENTRY bit to one in the SMP CONFIGURE ROUTE INFORMATION function (see
10.4.3.9) for each expander phy that has its attached device type set to 000b (i.e., no device attached).

If the management application client detects a port with a SAS address it has already found attached to
another expander device, it has found a routing loop and may break the loop by disabling all the expander
phys attached to that SAS address except for the expander phy with the lowest phy identifier in the expander
device with the lowest SAS address by using the SMP CONFIGURE ROUTE INFORMATION function (see
10.4.3.9).

Annex | contains an example algorithm used by an application client to perform the discover process.

4.6.7.5 Expander route index order

The expander route table shall be configured for each expander phy (in either a fanout expander device or an
edge expander device) that:

a) has a table routing attribute; and
b) is attached to an edge expander device.

For purposes of configuring the expander route table, the edge expander devices attached to the expander
phy are assigned levels:

1) the expander device in which the expander route table is being configured is level O;

2) the attached edge expander device is considered level 1;

3) devices attached to the level 1 edge expander device, except for the level 0 expander device, are
considered level 2;

4) devices attached to level 2 edge expander devices, except for level 1 edge expander devices, are
considered level 3; and

5) etc.

The expander route table for each expander phy shall be configured starting from expander route index 0 by
level (i.e., all level 1 entries first, then all level 2 entries, then all level 3 entries, etc.) up to the value of the
EXPANDER ROUTE INDEXES field reported by the SMP REPORT GENERAL function (see 10.4.3.3).

Assuming the level 1 edge expander device has N expander phys, the first N entries shall be used for the level
1 edge expander device’s expander phy 0 through expander phy N. If an expander phy is attached to a device
other than the level 0 expander device (i.e., attached to a level 2 device), the corresponding expander route
entry shall contain the SAS address of the level 2 device. Otherwise (e.qg., if the expander phy is not attached
to any device, or the expander phy is attached to the level 0 expander device), the corresponding expander
route entry shall be disabled.
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For each of the level 2 devices that:

a) is an edge expander device with M expander phys; and
b) is attached to an expander phy in the level 1 edge expander device with the table routing attribute,

the next M entries shall be used for the level 2 edge expander device’s expander phy 0 through expander phy
M. If an expander phy is attached to a device other than the level 1 expander device (i.e., attached to a level 2
device), the corresponding expander route entry shall contain the SAS address of the level 3 device.
Otherwise (e.g., if the expander phy is not attached to any device, or the expander phy is attached to the level
1 expander device), the corresponding expander route entry shall be disabled.

This process shall repeat for all levels of edge expander devices in the edge expander device set.

Figure 38 shows a portion of an edge expander device set, where phy A in the root edge expander device is
being configured.
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expander expander Entries for U
device device
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Figure 38 — Expander route index levels example
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Figure 39 shows a fanout expander device and an edge expander device set, where phy A in the fanout
expander device in the is being configured.
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Figure 39 — Expander route index levels example with fanout expander device
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Table 16 shows how the expander route table is configured for edge expander device R phy A in figure 38 and
the fanout expander device phy R in figure 39.

Table 16 — Expander route table levels for edge expander device R or fanout expander device R

Expander
route index

Expander route entry contents

Level 1 (from device R) entries

0 SAS address of the port attached to edge expander device N phy 0
1 SAS address of the port attached to edge expander device N phy 1
...additional phys in edge expander device N...

n SAS address of the port attached to edge expander device N phy n

Level 2 (from device R) entries

n+1 SAS address of the port attached to edge expander device U phy 0
...additional phys in edge expander device U...
n+1l+u SAS address of the port attached to edge expander device U phy u

...additional devices at level 2 (from device R)...

SAS address of the port attached to edge expander device V phy 0

...additional phys in edge expander device V...

SAS address of the port attached to edge expander device V phy v

Level 3 (from device R) entries

SAS address of the port attached to edge expander device W phy 0

...additional phys in edge expander device W...

SAS address of the port attached to edge expander device W phy w

...additional devices at level 3 (from device R)...

SAS address of the port attached to edge expander device Z phy 0

...additional phys in edge expander device Z...

SAS address of the port attached to edge expander device Z phy z

Entries for additional levels
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Table 17 shows how the expander route table is configured for edge expander device N phy A in figure 38 and

figure 39.
Table 17 — Expander route table levels for edge expander device N
Expander Expander route entry contents
route index

Level 1 (from device N) entries

0 SAS address of the port attached to edge expander device U phy 0
...additional phys in edge expander device U...
u SAS address of the port attached to edge expander device U phy u

Level 2 (from device N) entries

u+1l SAS address of the port attached to edge expander device W phy 0
...additional phys in edge expander device W...
u+l+w SAS address of the port attached to edge expander device W phy w

...additional devices at level 2 (from device N)...

SAS address of the port attached to edge expander device X phy 0

...additional phys in edge expander device Z...

SAS address of the port attached to edge expander device X phy z

Entries for additional levels
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Figure 40 shows an example topology with a fanout expander device.
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Figure 40 — Expander route index order example
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Table 18 shows the expander route index order for the edge expander EO phy 0 in figure 40.

Table 18 — Expander route entries for edge expander EO phy 0

Expander
route index

Expander route entry contents

Level 1 entries

SAS address (e.g., EO) of the device attached to phy 0 of edge expander device E1. This

0 expander route entry is disabled because EO is the expander device being configured.
1 SAS address (e.g., D41) of the device attached to phy 1 of edge expander device E1

2 SAS address (e.g., D42) of the device attached to phy 2 of edge expander device E1

v SAS address (e.g., D1Y) of the device attached to phy N of the attached edge expander

device E1

Level 2: no entries since all devices attached to E1 through EN, except for EO, are end devices

Table 19 shows the expander route index order for the fanout expander F phy 0 in figure 40.

Table 19 — Expander route entries for fanout expander device F phy 0

Expander
route index

Expander route entry contents

Level 1 entries

SAS address (e.g., F) of the device attached to phy 0 of edge expander device EO. This

0 expander route entry is disabled because F is the expander device being configured.

1 SAS address (e.g., E1) of the device attached to phy 1 of edge expander device EO

2 SAS address (e.g., E2) of the device attached to phy 2 of edge expander device EO

N SAS address (e.g., EN) of the device attached to phy N of the attached edge expander

device EO

Level 2 entries

SAS address (e.g., EO) of the device attached to phy 0 of the edge expander device E1.

N+1 This expander route entry is disabled because EO is attached to the expander device being
configured.
N+1+Y SAS address (e.g., D1Y) of the device attached to phy Y of the edge expander device E1

SAS address (e.g., EO) of the device attached to phy 0 of the edge expander device EN.
This expander route entry is disabled because EO is attached to the expander device being
configured.

SAS address (e.g., DyZ) of the device attached to phy Z of the edge expander device EN

Level 3 entries: none since all devices attached to E1 through EN, except for EO, are end devices
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5 Physical layer

5.1 Physical layer overview

The physical layer defines cables and connectors and transmitter and receiver electrical characteristics.
5.2 Passive interconnect

5.2.1 SATA cables and connectors (informative)

Figure 41 shows a schematic representation of the cables and connectors defined by SATA (see ATA/ATAPI-7
V3). A SATA host is analogous to a SAS initiator device; a SATA device is analogous to a SAS target device.

Internal cabled Power cable receptacle
environment connector
Power ]
supply PEY
|| SATA
device
SATA host <>

T 7

Signal host plug Signal cable receptacle

Device plug connector
connector connectors

Internal backplane
environment o SATA
SATA host .
device
Host receptacle T
connector Device plug connector

Figure 41 — SATA cables and connectors (informative)

5.2.2 SAS cables and connectors

This standard supports external cable, internal cable, and internal backplane environments.
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Figure 42 shows a schematic representation of the cables and connectors defined in this standard to support

an external environment.

External cabled SAS external cable plug
environment connectors
(4 physical links)
SAS device | 4 /\ <> | SAS device
or expander ; ; ; : or expander
device PR \7/ <> device
T SAS external cable T
SAS external receptacle (1 to 4 physical links) SAS external receptacle
connector (4 physical links) connector (4 physical links)

(SAS external cable connects the Tx signal pins to
the Rx signal pins on each physical link)

Figure 42 — SAS cables and connectors - external environment
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Figure 43 shows a schematic representation of the cables and connectors defined in this standard for internal
environments.

Power / LED cable
connection
vendor-specific

Single port internal cabled environment

SAS SATA-style signal
initiator cable receptacle >
' SAS target
device or Secondary port | |€--p device
expander '
device Primary port| | .
SATA-style SAS internal cable SAS plug connector
host plug receptacle connector (2 physical links plus power)

connector (1 physical link plus power)

Dual port internal cabled environment

SATA-style signal

Power / LED cable
cable receptacle

connection

vendor-specific
SAS
initiator T ]
device or =P
eﬁpander Secondary port SAS target
evice <+ device
SATA-style .
host plug Primary port -«
connector T T
SAS
initiator SAS internal cable SAS plug connector
device or receptacle connector (2 physical links plus power)
expander (2 physical link plus power)
CIENIEE SATA-style SATA-style signal
host plug cable receptacle
connector
Internal backplane }«— Power / LED connection vendor-specific
environment :
[} - — ]
[}
SAS === €D
initiator «»!l | SAS target
device or .
device
expander VN
device g
SAS backplane receptacle connector SAS plug connector
(2 physical links plus power) (2 physical links plus power)

Figure 43 — SAS cables and connectors - internal environment
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Table 20 summarizes the connectors defined in this standard.

Table 20 — Connectors

Type of connector Phy5|cal Reference | Attaches to Ph_y5|cal Reference
links links

SAS internal cable 1or2 5233
SAS plug 2 5.2.32 | receptacle

SAS backplane receptacle 2 5.2.3.4
SAS internal cable
SATA-style signal cable 1 SATA SATA-style host plug 1 SATA
receptacle

i SAS plu 2 5.2.3.2

SAS internal cable 1or2 5933 p 9-
receptacle SATA device plug 1 SATA
SAS backplane ) c 234 SAS plug 2 5232
receptacle o SATA device plug 1 SATA
SAS external cable plug 4 5.2.3.6 SAS external receptacle 4 5.2.3.7
SAS external receptacle 4 5.2.3.7 SAS external cable plug 4 5.2.3.6

The SATA device plug connector (e.g., used by a SATA device) may be attached to a SAS backplane
receptacle connector or a SAS internal cable receptacle connector, connecting the primary signal pairs and
leaving the secondary signal pairs unconnected.

See SFF-8223, SFF-8323, and SFF-8523 for the connector locations on common form factors.
5.2.3 Connectors

5.2.3.1 Connectors overview

SAS connectors should be marked with the SAS icon (see Annex K).

5.2.3.2 SAS plug connector

SAS target devices supporting internal environments shall use the SAS plug connector. The SAS plug
connector is defined in SFF-8482. It attaches to a SAS internal cable receptacle connector or a SAS
backplane receptacle connector.

Table 21 defines the pin assignments.

5.2.3.3 SAS internal cable receptacle connector

SAS internal cables shall use a SAS internal cable receptacle connector on the SAS target device end. The
SAS internal cable receptacle connectors are defined in SFF-8482. The single-port version attaches to either:

a) a SAS plug connector, providing contact for the power pins and only the primary physical link; or
b) a SATA device plug connector, providing contact for the power pins and the primary physical link.

The dual-port version attaches to:

a) a SAS plug connector, providing contact for the power pins and only the primary physical link;

b) a SAS plug connector, providing contact for the power pins and both the primary and secondary
physical links; or

C) a SATA device plug connector, providing contact for the power pins and the primary physical link.

Table 21 defines the pin assignments. The secondary physical link (i.e., pins S8 through S14) is not supported
by the single-port internal cable receptacle.
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5.2.3.4 SAS backplane receptacle connector

SAS backplanes shall use the SAS backplane receptacle connector. The SAS backplane receptacle
connector (see SFF-8482) attaches to either:

a) a SAS plug connector, providing contact for the power pins and both primary and secondary physical
links; or

b) a SATA device plug connector, providing contact for the power pins and the primary physical link.

Table 21 defines the pin assignments.
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5.2.3.5 SAS internal connector pin assignments

Table 21 defines the SAS target device signal assignments for pins in the SAS internal connector.
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Table 21 — SAS target device connector pin assignments

Segment Pin Name
Primary Signal S1 GROUND
Primary Signal S2 RP+
Primary Signal S3 RP-
Primary Signal S4 GROUND
Primary Signal S5 TP-
Primary Signal S6 TP+
Primary Signal S7 GROUND

Secondary Signal ° S8 GROUND
Secondary Signal ° S9 RS+
Secondary Signal ° S10 RS-
Secondary Signal ° s11 GROUND
Secondary Signal ° S12 TS-
Secondary Signal ° S13 TS+
Secondary Signal ° S14 GROUND

Power 2 P1 V33

Power 2 P2 V33

Power 2 P3 V33, precharge

Power 2 P4 GROUND

Power 2 P5 GROUND

Power 2 P6 GROUND

Power @ P7 Vs, precharge

Power 2 P8 Vg

Power 2 P9 Vg

Power 2 P10 GROUND

Power 2 P11 READY LED

Power 2 P12 GROUND

Power 2 P13 V15, precharge

Power 2 P14 Vi

Power 2 P15 Vi

@ The precharge pin and each corresponding voltage pin shall be
connected together on the SAS target device (e.g., the Vg, precharge
pin is connected to the to Vg pins).

b S8 through S14 are no-connects on single port implementations.
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SAS target device signal assignments, except for the addition of the secondary physical link when present,
are in the same locations as they are in a SATA device. On cable assemblies, backplanes, or any other
connection media, the Tx signal from one internal connector pair shall be connected to the corresponding Rx
signal of the other internal connector pair (i.e., the TP+ signal pin of connector 1 shall connect to the RP+
signal pin of connector 2) if there is an internal connector at both ends of the transmission media.

The TP+, TP-, RP+, and RP- signals are used by the primary physical link. The TS+, TS-, RS+, and RS-
signals are used by the secondary physical link.
5.2.3.6 SAS external cable plug connector

SAS external cables shall use the SAS external cable plug connector. The SAS external cable plug connector
is defined in SFF-8470 as the 4x configuration with thumbscrews. No special SAS keying is provided. The
SAS external cable plug connector attaches to a SAS external receptacle connector, providing contact for up
to four physical links.

Table 22 defines the pin assignments.

5.2.3.7 SAS external receptacle connector

SAS devices with external ports shall use the SAS external receptacle connector. The SAS external
receptacle connector is defined in SFF-8470 as the 4x configuration with thumbscrews. No special SAS
keying is provided. The SAS external receptacle connector attaches to a SAS external cable plug connector,
providing contact for up to four physical links.

Table 22 defines the pin assignments.
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5.2.3.8 SAS external connector pin assignments

Table 22 defines how the connector signal pairs are used in external connectors for applications using one,
two, three, or four of the physical links. External cables should be labeled to indicate how many physical links
are included (e.g., 1X, 2X, 3X, and 4X on each connector's housing).

Table 22 — Physical link usage in SAS external connector

Signal pin to use based on number of
Signal physical links supported by the cable
One Two Three Four
Rx O+ S1 S1 S1 S1
Rx 0- S2 S2 S2 S2
Rx 1+ N/C S3 S3 33
Rx 1- N/C s4 s4 Sa
Rx 2+ N/C N/C S5 S5
Rx 2- N/C N/C S6 S6
Rx 3+ N/C N/C N/C S7
Rx 3- N/C N/C N/C S8
Tx 3- N/C N/C N/C S9
Tx 3+ N/C N/C N/C S10
Tx 2- N/C N/C S11 S11
Tx 2+ N/C N/C S12 S12
Tx 1- N/C S13 S13 S13
Tx 1+ N/C S14 S14 S14
Tx 0- S15 S15 S15 S15
Tx O+ S16 S16 S16 S16
Sl
CHASSIS Housing
GROUND
Key:
N/C = not connected

SIGNAL GROUND shall not be connected to CHASSIS GROUND in the cable connector.
5.2.4 Cables

5.2.4.1 SAS internal cables

SAS internal cables shall use SAS internal cable receptacle connector on the SAS target device end and a
SATA-style cable receptacle (see ATA/ATAPI-7 V3) on the SAS initiator device or expander device end. The
power and READY LED signal connection is vendor specific.

A SAS initiator device shall use a SATA-style host plug connector (see ATA/ATAPI-7 VV3) for connection to the
SAS internal cable. The signal assignment for the SAS initiator device or expander device with this connector
shall be the same as that defined for a SATA host (see ATA/ATAPI-7 V3).
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Figure 44 shows destination signal assignments and a connection diagram for the SAS single-port internal

cable.

Power/LED
connection is
vendor-specific

SATA-style
host plug connector

SAS
initiator
device or
expander
device

Key

SAS internal
cable assembly

SATA-style
cable receptacle connector

/

7
6

5

-
-

L

4
3
2
1
~\

Key

e

SAS internal cable
receptacle connector

|
P15 || P15 V,,
P14 | P14 VvV,
P13 || P13 V,,, precharge
P12 || P12 GROUND
P11 || P11 READY LED
P10 || P10 GROUND
P9 || P9V,
P8 | P8 V,
P7 || P7T  V,, precharge
P6 | P6 GROUND
P5 || P5 GROUND
P4 || P4 GROUND
P3 || P3 Vg, precharge
P2 || P2 33 SAS target
P1 || P1 33 device
N/C || S14 GROUND
N/C || S13 TS+
N/C || S12 TS-
N/C || S11 GROUND
N/C || S10 RS-
N/C| S9 RS+
N/C || S8 GROUND
S7 || ST GROUND
S6 || S6 TP+
S5 || S5  TP-
S4 || S4 GROUND
S3 || S3 RP-
S2 || S2 RP+
S1 || S1 GROUND

SAS plug connector

Figure 44 — SAS single-port internal cable assembly and destination pin assignments
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Figure 45 shows destination signal assignments and a connection diagram for the SAS dual-port internal

cable.
SAS internal
dual port
cable assembly
| |
----------- > P15 || P15 V,,
Power/LED [ —dec-c-eoeoo-- > P14 | P14 V,,
connectionis | o\ oo p| P13 || P13 V,,, precharge
vendor-specific =~ | et ececememee—d P12 || P12 GROUND
‘\\ ------------ P11 || P11 READY LED
| T P10 | P10 GROUND
SATA-style oyl medee - > P9 | P9V
hostplug N __ | _________ > P8 || P8 Vz
connector SATA-style | _ _ | _________ » P7 || P7T V,, precharge
cable receptacle |  ___|_____ ______. P6 || P6 GROUND
connector | __J___________J P5 | P5 GROUND
____________ P4 || P4 GROUND
---------- = P3 || P3  V,, precharge
----------- = P2 || P2V, L
___________ | P1 P1 - target
Si4 | S14 GROUND device
SAS 7 S13| S13 TS+
initiator 6 ‘l S12 | S12 TS-
device or S S11|| S11 GROUND
expander 4 S10|| S10 RS-
device 3 S9 || S9 RS+
2 S8 | S8  GROUND
1 S7 || ST GROUND
S6 || S6 TP+
S5 || S5 TP-
S4 || S4 GROUND
S3 || S3 RP-
K K
€y ey S2 | s2  RP+
S1 || S1 GROUND
SAS 7 /
[iaiey g SAS plug connector
device or 4 SAS internal cable
expander : receptacle connector
device
2
1
]
\ SATA-style
cable receptacle
SATA—Ster Key Key connector
host plug connector
Figure 45 — SAS dual-port internal cable assembly and destination pin assignments
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5.2.4.2 SAS external cables

The SAS external cable connectors are defined in SFF-8470 as the 4x configuration with thumbscrews. The
external cable does not include power or the READY LED signal.

Although the connector always supports four physical links, the cable may support one, two, three, or four
physical links.

On external cable assemblies, the Tx signal from one connector shall be connected to the corresponding Rx
signal of the other connector (e.g., Tx 0+ (S16) of connector shall connect to Rx 0+ (S1) of the other
connector) (see 5.2.3.6).

SIGNAL GROUND shall not be connected to CHASSIS GROUND in the cable.

5.2.5 Backplanes

Backplane designs should follow the recommendations in SFF-8460.
5.3 Transmitter and receiver electrical characteristics

5.3.1 Compliance points

Signal behavior at separable connectors and integrated circuit package connections that satisfy the
description for a compliance point require compliance with transmitter and receiver characteristics defined by
this standard only if the connectors or integrated circuit package connections are identified as compliance
points by the supplier of the parts that contain or comprise the candidate compliance point. Table 23 lists the
compliance points.

Table 23 — Compliance points

Corgg:lnatnce Type Description
IT intra-enclosure Internal connector; transmit serial port
IR intra-enclosure Internal connector; receive serial port
CT inter-enclosure External connector; transmit serial port
CR inter-enclosure External connector; receive serial port
XT intra-enclosure Expander or SAS initiator phy; transmit serial port
XR intra-enclosure Expander or SAS initiator phy; receive serial port

5.3.2 General interface specification

A TxRx connection is the complete simplex signal path between the output reference point of one phy or
retimer to the input reference point of a second phy or retimer, over which a BER of < 1012 is achieved.

A TxRx connection segment is that portion of a TxRx connection delimited by separable connectors or
changes in media.

This subclause defines the interfaces of the serial electrical signal at the compliance points IT, IR, CT, CR, XT,
and XR in a TxRx connection. The IT, IR, CT, and CR points are located at the connectors of a TXxRx
connection.

Each compliant phy shall be compatible with this serial electrical interface to allow interoperability within a
SAS environment. All TXRx connections described in this subclause shall exceed the BER objective of 10712,
The parameters specified in this section support meeting this requirement under all conditions including the
minimum input and output amplitude levels.

These signal specifications are consistent with using good quality passive cable assemblies constructed with
shielded twinaxial cable with 24 gauge solid wire up to eight meters in length.
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Figure 46 shows the transmitter transient test circuit.

TX +

Transmitter
under test

TX -

Vy 56 ohm

Intra-enclosure uses the SAS internal connector.
Inter-enclosure uses the SAS external connector.

Figure 46 — Transmitter transient test circuit

Figure 47 shows the receiver transient test circuit.

V
P 56 ohm

Rx + —<

Receiver

under test Probe points

Rx—<

Vy 56 ohm

\ Intra-enclosure uses the SAS internal connector.
Inter-enclosure uses the SAS external connector.

Figure 47 — Receiver transient test circuit
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Table 24 defines the general interface characteristics.
Table 24 — General interface characteristics
Characteristic Units 1,5 Gbps 3,0 Gbps
Physical link rate MBps 150 300
Bit rate (nominal) Mbaud 1500 3000
Unit interval (Ul)(nominal) ps 666,6 333,3
Physical link rate tolerance at XR b ppm +350/-5 350 +350/-5 350
Physical link rate tolerance at IR and CR ppm +100 +100
Physical link rate tolerance at IT, CT, and XT ppm +100 +100
Media Impedance (nominal) 2 ohm 100 100
A.C. coupling capacitor, maximum © nF 12 12
Transmitter transients, maximum ¢ \Y +1,2 +1,2
Receiver transients, maximum 9 \Y +1,2 +1,2
Receiver A.C. common moede voltage mV(P-P) 150 150
tolerance V¢p, minimum
Receiver A.C. commog mode frequency MHz 2 to 200 2 to 200
tolerance range Fcpy

8 The media impedances are the differential impedances.

b Allows support for SATA devices with spread spectrum clocking (see ATA/ATAPI-7 V3). SAS
initiator phys supporting being attached to SATA devices should also use these tolerances.

¢ The coupling capacitor value for A.C. coupled transmit and receive pairs.

4 The maximum transmitter and receiver transients are measured at nodes Vp and Vy on the
test loads shown in figure 46 (for the transmitter) and figure 47 (for the receiver) during all
power state and mode transitions. Test conditions shall include the system power supply
ramping at the fastest possible rate for both power on and power off conditions.

€ Receivers shall tolerate sinusoidal common mode noise components within the peak-to-peak
amplitude (V) and the frequency range (Fcy).

5.3.3 Eye masks

5.3.3.1 Eye masks overview

The eye masks shown in this subclause shall be interpreted as graphical representations of the voltage and
time limits on the signal at the compliance point. The time values between X1 and (1 - X1) cover all but 1012
of the jitter population. The random content of the total jitter population has a range of + 7 standard deviations.
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5.3.3.2 Receive eye mask at IR, CR, and XR

Figure 48 describes the receive eye mask. This eye mask applies to jitter after the application of a single pole
high-pass frequency-weighting function that progressively attenuates jitter at 20 dB/decade below a frequency
of ((bit rate) / 1 667).

Absolute A
amplitude
(inV)

Z2

Z1

0 X1 X2 1-X1 1
1-X2

Normalized time (in Ul)
Figure 48 — Eye mask at IR, CR, and XR

Verifying compliance with the limits represented by the receive eye mask should be done with reverse channel
traffic present in order that the effects of crosstalk are taken into account.

5.3.3.3 Jitter tolerance masks

Figure 49 describes the receive tolerance eye masks at IR, CR, and XR and shall be constructed using the X2
and Z2 values given in table 26. X1gp shall be half the value for total jitter in table 27 and X1, shall be half
the value for total jitter in table 28, for jitter frequencies above ((bit rate) / 1 667).

Absolute
amplitude - _ o
(in V) A (additional sinusoidal jitter) / 2
Z2
ZlOP
Z1
TOL
oV Outline of eye mask
before adding
AR sinusoidal jitter
-Z1
OoP
72 Outline of eye mask
after adding
— sinusoidal jitter
0 Xl X2 111
: P 1-X1,,
XlroL 1-X1o

Normalized time (in Ul)

Figure 49 — Deriving a tolerance mask at IR, CR, or XR
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The leading and trailing edge slopes of figure 48 shall be preserved. As a result the amplitude value of Z1 is
less than that given in table 26 and Z11o, and Z1gp shall be defined from those slopes by the following
equation:

X245p — (0, 5 x additional sinusoidal jitter) — X155
X20p = Xlop

Zlrg = Zlgpx

where:

a) Zlqg is the value for Z1 to be used for the tolerance masks; and
b) Zlgp X1lop and X2qp are the values in table 26 for Z1, X1, and X2.

The X1 points in the receive tolerance masks are greater than the X1 points in the receive masks, due to the
addition of sinusoidal jitter.

Figure 50 defines the sinusoidal jitter mask.

Peak-to-
peak ) o
sinusoidal 4 Sinusoidal jitter frequency
jitter . (log/log plot)
(in Ul
. Fyouw = 1,5x10° for 1,5 Gbps
15 |rereeety Fuom = 3.0 x 10° for 3,0 Gbps
1,0
0,1 [-eeveeees . ................... :
0 >
Fnow / 25 000 Fuow / 1 667

Frequency (in kHz)
Figure 50 — Sinusoidal jitter mask

5.3.4 Signal characteristics at IT, CT, and XT

This subclause defines the inter-operability requirements of the signal at the transmitter end of a TxRx
connection as measured into the zero-length test load specified in figure 52. All specifications are based on
differential measurements.

The OOB sequence shall be performed at sighal voltage levels corresponding to the lowest supported transfer
rate. Expander phys supporting being attached to SATA devices shall use SATA 1.0 signal levels (see
ATA/ATAPI-7 V3) during the first OOB sequence after a power on or hard reset if the 1,5 Gbps transfer rate is
supported. As soon as COMSAS has been exchanged, the expander phy shall increase its transmit levels to
the SAS voltage levels specified in table 26. If a COMINIT is not received within a hot-plug timeout at SATA
1.0 signal levels, the expander phy shall increase its transmit levels to the to SAS voltage levels and perform
the OOB sequence again. If no COMINIT is received within a hot-plug timeout of the second OOB sequence
the expander phy shall initiate another OOB sequence using SATA 1.0 signal levels. The expander phy shall
continue alternating between sending COMINIT at SATA 1.0 signal levels and SAS signal levels until a
COMINIT is received.

If the OOB sequence is completed at the SAS voltage level and a SATA device is detected rather than a SAS
target device, the expander phy shall switch to SATA 1.0 voltage levels and repeat the OOB sequence.

NOTE 9 - SAS initiator phys supporting being attached to SATA devices may use the same algorithm as
expander phys.
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SAS initiator phys and SAS target phys shall transmit OOB signals at the lowest supported transfer rate using
SAS signal levels.

Table 25 specifies the signal characteristics at IT, XT, and XT.

Table 25 — Signal characteristics at IT, CT, XT

Compliance

point Signal characteristic 2 Units 1,5 Gbps 3,0 Gbps

Skew P ps 20 15
Tx Off Voltage © mV(P-P) <50 <50
Maximum rise/fall time 9 ps 273 137

IT. CT. XT Minimum rise/fall time ps 67 67
MaX|mum treansmltter output % 10 10
imbalance
OOB offset delta ' mv +25 +25
OOB common mode delta ¢ mv +50 +50

All tests in this table shall be performed with zero-length test load shown in figure 52.

The skew measurement shall be made at the midpoint of the transition with a repeating 0101b
pattern on the physical link. The same stable trigger, coherent to the data stream, shall be used
for both the Tx+ and Tx- signals. Skew is defined as the time difference between the means of
the midpoint crossing times of the Tx+ signal and the Tx- signal.

The transmitter off voltage is the maximum A.C. voltage measured at compliance points IT, CT,
and XT when the transmitter is unpowered or transmitting D.C. idle (e.g., during idle time of an
OOB signal).

Rise/fall times are measured from 20 % to 80 % of the transition with a repeating 0101b pattern
on the physical link.

The maximum difference between the V+ and V- A.C. RMS transmitter amplitudes measured on
a CJTPAT test pattern (see 5.3.8) into the test load shown in figure 52, as a percentage of the
average of the V+ and V- A.C. RMS amplitudes.

The maximum difference in the average differential voltage (D.C. offset) component between
the burst times and the idle times of an OOB signal.

9 The maximum difference in the average of the common mode voltage between the burst times
and the idle times of an OOB signal.

5.3.5 Signal characteristics at IR, CR, and XR

Table 26 defines the compliance point requirements of the signal at the receiver end of a TxRx connection as
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measured into the test loads specified in figure 51 and figure 52.
Table 26 — Signal characteristics at IR, CR, and XR (part 1 of 2)
Con;(r;:lr]a}[nce Signal characteristic Units SATA 1,5 Gbps 3,0 Gbps

Jitter (see figure 48) P N/A N/A See table 27 | See table 27
2x22 mV(P-P) N/A 1200 1600
2xZ71 mV(P-P) N/A 325 275
X1 @ ul N/A 0,275 0,275
X2 ul N/A 0,50 0,50

IR € Skew ¢ ps N/A 80 75
Max voltage (non-op) mV(P-P) N/A 2000 2000
Mmlmum OCOB ALIGN burst mV(P-P) N/A 240 240
amplitude
MaX|muan0|se during OOB mvV(P-P) N/A 120 120
idle time
Max near-end crosstalk f mV(P-P) N/A 100 100
Jitter (see figure 48) b N/A N/A See table 27 | See table 27
2x22 mV(P-P) N/A 1600 1600
2xZ71 mV(P-P) N/A 275 275
X1 @ ul N/A 0,275 0,275
X2 ul N/A 0,50 0,50

CR Skew ¢ ps N/A 80 75
Max voltage (non-op) mV(P-P) N/A 2000 2000
Mmlmum OCOB ALIGN burst mV(P-P) N/A 240 240
amplitude
MaX|muan0|se during OOB mv(P-P) N/A 120 120
idle time
Max near-end crosstalk f mV(P-P) N/A 100 100
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Table 26 — Signal characteristics at IR, CR, and XR (part 2 of 2)

Con;g:lnatnce Signal characteristic Units SATA 1,5 Gbps 3,0 Gbps
Jitter (see figure 48) P N/A See table 27 | See table 27 | See table 27
2x22 mV(P-P) 600 1200 1 600
2xZ1 mV(P-P) 225 325 275
X1 @ ul 0,275 0,275 0,275
X2 ul 0,50 0,50 0,50

XR Skew ¢ ps 50 80 75

Max voltage (non-op) mV(P-P) 2 000 2 000 2 000
M|n|mum OCOB ALIGN burst mV(P-P) 240 240 240
amplitude
MaX|_rnuan0|se during OOB mV(P-P) 120 120 120
idle time
Max near-end crosstalk f mV(P-P) <50 100 100

The value for X1 shall be half the value given for total jitter in table 27. The test or analysis shall include
the effects of a single pole high-pass frequency-weighting function that progressively attenuates jitter
at 20 dB/decade below a frequency of ((bit rate) / 1 667).

IR.

The value for X1 applies at a total jitter probability of 1012, At this level of probability direct visual
comparison between the mask and actual signals is not a valid method for determining compliance
with the jitter output requirements.
¢ Wwith a measurement bandwidth of 1,5 times the baud rate (i.e. 4,5 GHz for 3,0 Gbps).

The skew measurement shall be made at the midpoint of the transition with a repeating 0101b pattern
on the physical link. The same stable trigger, coherent to the data stream, shall be used for both the
Rx+ and Rx- signals. Skew is defined as the time difference between the means of the midpoint
crossing times of the Rx+ signal and the Rx- signal.
If being attached to SATA devices is supported at the IR location, requirements of SATA shall be met at

Near-end crosstalk is the unwanted signal amplitude at receiver terminals DR, CR, and XR coupled
from signals and noise sources other than the desired signal. Refer to SFF-8410.
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5.3.6 Jitter
Table 27 defines the maximum allowable jitter at IR, CR, and XR.
| Table 27 — Maximum allowable jitter at IR, CR, XR
| 1,5 Gbps & P 3,0Gbps & P
Compliance point Deterministic | Totaljitter | Deterministic | Totaljitter
jitter © ¢ def jitter © d e f
IR 0,35 0,55 0,35 0,55
CR 0,35 0,55 0,35 0,55
XR 0,35 0,55 0,35 0,55
Z Units are in Ul.

The values for jitter in this section are measured at the average amplitude point.
¢ Total jitter is the sum of deterministic jitter and random jitter. If the actual
deterministic jitter is less than the maximum specified, then the random jitter may
increase as long as the total jitter does not exceed the specified maximum total
jitter.

]Total jitter is specified at a probability of 10712,

The deterministic and total values in this table apply to jitter after application of a
single pole high-pass frequency-weighting function that progressively attenuates
jitter at 20 dB/decade below a frequency of ((bit rate) / 1 667).

f If total jitter received at any point is less than the maximum allowed, then the jitter
distribution of the signals is allowed to be asymmetric. The total jitter plus the
magnitude of the asymmetry shall not exceed the allowed maximum total jitter.
The numerical difference between the average of the peaks with a BER < 10712
and the average of the individual events is the measure of the asymmetry. Jitter
peak-to-peak measured < (maximum total jitter - [Asymmetry|).
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5.3.7 Receiver jitter tolerance

T10/1562-D Revision 3g

Table 28 defines the amount of jitter the receiver shall tolerate at IR, CR, and XR.

Table 28 — Receiver jitter tolerance

1,5 Gbps @ 3,0 Gbps @
Compliance
point Sinusoidal | Deterministic Total Sinusoidal | Deterministic Total
jitter & ¢ | jitter & 0 jitter " | jitter 9 | jitter & 9 D jitter N
IR 0,10 0,35 0,65 0,10 0,35 0,65
CR 0,10 0,35 0,65 0,10 0,35 0,65
XR 0,10 0,35 0,65 0,10 0,35 0,65

Units are in Ul.

b The jitter values given are normative for a combination of deterministic jitter, random jitter, and
sinusoidal jitter that receivers shall be able to tolerate without exceeding a BER of 1012, Receivers
shall tolerate sinusoidal jitter of progressively greater amplitude at lower frequencies, according to
the mask in figure 50 with the same deterministic jitter and random jitter levels as were used in the
high frequency sweep.

¢ Sinusoidal swept frequency: 900 kHz to > 5 MHz.

Sinusoidal swept frequency: 1 800 kHz to > 5 MHz.

No value is given for random jitter. For compliance with this standard, the actual random jitter

amplitude shall be the value that brings total jitter to the stated value at a probability of 1012, The

additional 0,1 Ul of sinusoidal jitter is added to ensure the receiver has sufficient operating margin in
the presence of external interference.

' Deterministic jitter: 900 kHz to 750 MHz.

9 Deterministic jitter: 1 800 kHz to 1 500 MHz.

The deterministic and total values in this table apply to jitter after application of a single pole

high-pass frequency-weighting function that progressively attenuates jitter at 20 dB/decade below a

frequency of ((bit rate) / 1 667).

5.3.8 Compliant jitter test pattern (CJTPAT)

The CJTPAT within a compliant protocol frame shall be used for all jitter testing unless otherwise specified.

Annex A defines the required pattern on the physical link and information regarding special considerations for

scrambling and running disparity.

5.3.9 Impedance specifications

Table 29 defines impedance requirements.

Table 29 — Impedance requirements (part 1 of 2)

Requirement Units 1,5 Gbps 3,0 Gbps
Time domain reflectometer rise time 20 % to 80 % & P ps 100 50
Media (PCB or cable)
Differential impedance P ¢ d ohm 100 + 10 100 + 10
Differential impedance imbalance ® ¢ 9 9 ohm 5 5
Common mode impedance P+ ¢ d ohm 325+7,5 325+75
Mated connectors
Differential impedance ? ¢ d ohm 100 + 15 100 + 15
Differential impedance imbalance ® ¢ 9 9 ohm 5 5
Common mode impedance P ¢ d ohm 325+7,5 325+75
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Table 29 — Impedance requirements (part 2 of 2)

Requirement | Units ‘ 1,5 Gbps ‘ 3,0 Gbps
Receiver termination
Differential impedance ? & T ohm 100 + 15 100 + 15
Differential inpedance imbalance & * 9 ohm 5 5
Receiver termination time constant ? & f ps 150 max 100 max
Common mode impedance b, e ohm 20 min/40 max 20 min/40 max

Transmitter source termination

Differential impedance

b ohm | 60 min/115 max | 60 min/115 max

Differential impedance imbalance b, g ohm 5 5

Common mode impedance

b ohm 15 min/40 max | 15 min/40 max

b
c

&  All times indicated for time domain reflectometer measurements are recorded times. Recorded times

are twice the transit time of the time domain reflectometer signal.
All measurements are made through mated connector pairs.
The media impedance measurement identifies the impedance mismatches present in the media when
terminated in its characteristic impedance. This measurement excludes mated connectors at both ends
of the media, when present, but includes any intermediate connectors or splices. The mated connectors
measurement applies only to the mated connector pair at each end, as applicable.
Where the media has an electrical length of > 4 ns the procedure detailed in SFF-8410, or an equivalent
procedure, shall be used to determine the impedance.
The receiver termination impedance specification applies to all receivers in a TxRx connection and
covers all time points between the connector nearest the receiver, the receiver, and the transmission line
terminator. This measurement shall be made from that connector.
At the time point corresponding to the connection of the receiver to the transmission line the input
capacitance of the receiver and its connection to the transmission line may cause the measured
impedance to fall below the minimum impedances specified in this table. The area of the impedance dip
(amplitude as p, the reflection coefficient, and duration in time) caused by this capacitance is the receiver
termination time constant. The receiver time constant shall not be greater than the values shown in this
table. An approximate value for the receiver termination time constant is given by the product of the
amplitude of the dip (as p) and its width (in ps) measured at the half amplitude point. The amplitude is
defined as being the difference in the reflection coefficient between the reflection coefficient at the
nominal impedance and the reflection coefficient at the minimum impedance point. The value of the
receiver excess input capacitance is given by the following equation:

C = receiver termination time constant

(ROIIRR)

where (RO || RR) is the parallel combination of the transmission line characteristic impedance and
termination resistance at the receiver.

The difference in measured impedance to ground on the plus and minus terminals on the interconnect,
transmitter or receiver, with a differential test signal applied to those terminals.

5.3.10 Electrical TxRx connections

TxRx connections may be divided into TxRx connection segments. In a single TxRx connection individual
TxRx connection segments may be formed from differing media and materials, including traces on printed
wiring boards and optical fibers. This subclause applies only to TxRx connection segments that are formed
from electrically conductive media.

Each electrical TxRx connection segment shall comply with the impedance requirements of table 29 for the
media from which they are formed. An equalizer network, if present, shall be part of the TxRx connection.

TxRx connections that are composed entirely of electrically conducting media shall be applied only to
homogenous ground applications (e.g., between devices within an enclosure or rack, or between enclosures
interconnected by a common ground return or ground plane).
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5.3.11 Transmitter characteristics

For all inter-enclosure TxRx connections, the transmitter shall be A.C. coupled to the interconnect through a
transmission network.

For intra-enclosure TxRx connections the expander transmitter shall be A.C. coupled to the interconnect.
Other transmitters may be A.C. or D.C. coupled.

A combination of a zero-length test load and the transmitter compliance transfer function (TCTF) test load
methodology is used for the specification of the inter-enclosure and intra-enclosure transmitter characteristics.
This methodology specifies the transmitter signal at the test points on the required test loads. The transmitter
shall use the same settings (e.g., pre-emphasis, voltage swing) with both the zero-length test load and the
TCTF test load. The signal specifications at IR, CR, and XR shall be met under each of these loading
conditions.

The TCTF is the mathematical statement of the transfer function through which the transmitter shall be
capable of producing acceptable signals as defined by a receive mask. The transmission magnitude response
of the TCTF in dB is given by the following equation for 1,5 Gbps:

1Sp| = =20 xlogg(€) x ((6,5x 10~ x 1> %)+ (2,0 x 107" x ) + (3,3 x 10 2° x °)) dB
for 50 MHz < f < 1,5 GHz, and:
S,y = -5.437dB
for 1,5 GHz < f < 5,0 GHz,
where:
a) fis the signal frequency in hertz.
The transmission magnitude response of the TCTF in dB is given by the following equation for 3,0 Ghps:
S| = —20 xlogg(€) x ((6,5x 10~ ° x 1>+ (2,0 x 10" x ) + (3,3 x 10 2° x °)) dB
for 50 MHz < f < 3,0 GHz, and:
S,y = 10, 884dB
for 3,0 GHz < f < 5,0 GHz,
where:
a) fis the signal frequency in hertz.

The TCTF is used to specify the requirements on transmitters that may or may not incorporate pre-emphasis
or other forms of compensation. A compliance interconnect is any physical interconnect with loss equal to or
greater than that of the TCTF at the above frequencies that also meets the ISI loss requirements shown in
figure 53 and figure 54.

Compliance with the TCTF test load requirement shall be determined either:

a) by measuring the signal produced by the transmitter through a physical compliance interconnect
attached to the transmitter; or
b) by mathematically processing through the TCTF the signal captured using a zero-length test load.

Compliance with the zero-length test load requirement shall be determined by measurement made across a
load equivalent to the zero-length load shown in figure 52.

For both test load cases, the transmitter shall deliver the output voltages and timing listed in table 26 at the
designated compliance points. The default mask shall be CR for inter-cabinet TxRx connections and IR for
intra-cabinet TXRx connections. The eye masks are shown in 5.3.3.
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Figure 51 shows the compliance interconnect test load.

10 nF 50 ohm

TCTF

Intra-enclosure uses the SAS internal connector.
Inter-enclosure uses the SAS external connector.

Figure 51 — Compliance interconnect test load

Figure 52 shows the zero-length test load.

10 nF 50 ohm

Intra-enclosure uses the SAS internal connector.
Inter-enclosure uses the SAS external connector.

Figure 52 — Zero-length test load
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Figure 53 shows an ISl loss example at 3,0 Ghps.
S,, (dB)

A Compliance interconnect magnitude response and
ISI loss example for 3,0 Gbps

-10,9 dB
Sample compliance interconnect

P Frequency (GHz)

Figure 53 — ISl loss example at 3,0 Gbps

Figure 54 shows an ISl loss example at 1,5 Gbps.

S,, (dB)

Compliance interconnect magnitude response and ISI
0 loss example for 1,5 Gbps

54dB H———— o
| | Sample compliance interconnect

P Frequency (GHz)

Figure 54 — ISl loss example at 1,5 Gbps

5.3.12 Receiver characteristics

The receiver shall be A.C. coupled to the interconnect through a receive network. The receive network shall
terminate the TxRx connection by a 100 ohm equivalent impedance as specified in table 29.

The receiver shall operate within a BER of 1012 when a SAS signal with valid voltage and timing

characteristics is delivered to the compliance point from a 100 ohm source. The received SAS signal shall be
considered valid if it meets the voltage and timing limits specified in table 26.

Additionally the receiver shall also operate within the BER objective when the signal at a receiving phy has the
additional sinusoidal jitter present that is specified in table 28 and the common mode signal V¢, over
frequency range F¢), as specified in table 24. The jitter tolerance figure is given in figure 49 for all Rx
compliance points in a TXRx connection. The figure given assumes that any external interference occurs prior
to the point at which the test is applied. When testing the jitter tolerance capability of a receiver, the additional
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0,1 Ul of sinusoidal jitter may be reduced by an amount proportional to the actual externally induced
interference between the application point of the test and the input to the receiving phy. The additional jitter
reduces the eye opening in both voltage and time.

5.3.13 Spread spectrum clocking

Phys shall not transmit with spread spectrum clocking. Expander phys that support being attached to SATA
devices shall support receiving with spread spectrum clocking (see ATA/ATAPI-7 V3). The expander device
shall retime data from a SATA device with an internal clock before forwarding to the rest of the SAS domain.

NOTE 10 - If SAS initiator devices support being attached to SATA devices, they should follow the same rules
as expander phys.

5.3.14 Non-tracking clock architecture

Phys shall be designed with a non-tracking clock architecture; the receive clock derived from the received bit
stream shall not be used as the transmit clock. Expander phys that support being attached to SATA devices
shall tolerate clock tracking by the SATA device.

NOTE 11 - If SAS initiator devices support being attached to SATA devices, they should follow the same rules
as expander phys.
5.4 READY LED signal electrical characteristics

A SAS target device uses the READY LED signal to activate an externally visible LED that indicates the state
of readiness and activity of the SAS target device.

All SAS target devices using the SAS plug connector (see 5.2.3.2) shall support the READY LED signal.

The READY LED signal is designed to pull down the cathode of an LED using an open collector or open drain
transmitter circuit. The LED and the current limiting circuitry shall be external to the SAS target device.

Table 30 describes the output characteristics of the READY LED signal.

Table 30 — Output characteristics of the READY LED signal

State Test condition Requirement
Negated (LED off) 0V<Vpoy<36V -100 pA < lgy < 100 pA
Asserted (LED on) loL =15 mA 0<Vg 0,225V

The READY LED signal behavior is defined in 10.4.1.
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6 Phy layer

6.1 Phy layer overview

The phy layer defines 8b10b coding and OOB signals. Phy layer state machines interface between the link
layer and the physical layer to perform the phy reset sequence and keep track of dword synchronization.

6.2 Encoding (8b10b)

6.2.1 Encoding overview

All data bytes transferred in SAS are encoded into 10-bit data characters using 8b10b coding. Additional
characters not related to data bytes are called control characters.

All characters transferred in SAS are grouped into four-character sequences called dwords. A primitive is a
dword whose first character is a control character and remaining three characters are data characters.

Primitives are defined with both negative and positive starting running disparity (see 6.3.3.1). SAS defines
primitives starting with the K28.5 and K28.6 control characters. Table 31 shows special character usage in
SAS and SATA.

Table 31 — Special character usage

chz;:fctter Usage in SAS U(isri‘%err;naﬁcg)A
K28.3 Primitives used only inside STP connections All primitives except ALIGN
K28.5 ALIGN and most primitives defined in this standard ALIGN
K28.6 SATA_ERROR (used on SATA physical links) Not used
Dxx.y Data Data

Primitives are defined in 7.2.
A data dword is a dword starting with a data character.

Running disparity shall be maintained separately on each physical link. Expander devices shall convert
incoming 10-bit characters to 8-bit bytes and generate the 10-bit character with correct disparity for the output
physical link. Physical links may or may not begin operation with the same disparity after the reset sequence.

6.2.2 8b10b coding introduction

Information to be transmitted across a physical link shall be encoded eight bits at a time into a 10-bit
transmission character and then transmitted serially bit-by-bit across the physical link. Information received
over the physical link shall be collected ten bits at a time, and those transmission characters that are used for
data, called data characters, shall be decoded into the correct 8-bit codes. The 10-bit transmission code
supports all 256 8-bit combinations. Some of the remaining transmission characters, referred to as special
characters, are used for functions that are to be distinguishable from the contents of a frame.

The encodings defined by the transmission code ensure that sufficient transitions are present in the serial bit
stream to make clock recovery possible at the receiver. Such encoding also greatly increases the likelihood of
detecting any single or multiple bit errors that may occur during transmission and reception of information. In
addition, some of the special characters of the transmission code contain a distinct and easily recognizable bit
pattern (a comma) which assists a receiver in achieving word alignment on the incoming bit stream.

6.2.3 8b10b coding notation conventions

This subclause uses letter notation for describing information bits and control variables. Such notation differs
from the bit notation specified by the remainder of this standard. The following text describes the translation

process between these notations and provides a translation example. It also describes the conventions used
to name valid transmission characters. This text is provided for the purposes of terminology clarification only.
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An unencoded information byte is composed of eight information bits A, B, C, D, E, F, G, H and the control
variable Z. This information is encoded into the bits a, b, c, d, e, i, f, g, h, j of a 10-bit transmission character.

An information bit contains either a binary zero or a binary one. A control variable has either the value D or the
value K. When the control variable associated with an unencoded information byte contains the value D, that
byte is referred to as a valid data byte. When the control variable associated with an unencoded information
byte contains the value K, that byte is referred to as a special code.

The information bit labeled A corresponds to bit 0 in the numbering scheme of this standard, B corresponds to
bit 1, and so on, as shown in table 32.

Table 32 — Bit designations

Bit notation: 7 6 5 4 3 2 1 0 Control variable

Unencoded bit notation: H G F E D C B A Z

Each valid transmission character has been given a name using the following convention:
ZXX.y

where:

a) Zisthe control variable of the unencoded information byte. The value of Z is used to indicate whether
the transmission character is a data character (Z = D) or a special character (Z = K);

b) xxis the decimal value of the binary number composed of the bits E, D, C, B, and A of the unencoded
information byte in that order; and

c) vy isthe decimal value of the binary number composed of the bits H, G, and F of the unencoded infor-
mation byte in that order.

Table 33 shows the conversion from byte notation to the transmission character naming convention described
above.

Table 33 — Conversion example

Byte notation BCh
] ) 7654 3210 Control
Bit notation
1011 1100 K
HGF EDCBA Z
Unencoded bit notation
101 11100 K
Unencoded bit notation [|[Z EDCBA HGF

reordered to conform with
ZXX.y naming convention

A

11100 101

Transmission character

K 28 .5
name

Most Kxx.y combinations do not result in valid transmission characters within the 8b10b coding scheme. Only
those combinations that result in special characters as specified by table 35 are considered valid.

6.3 Character encoding and decoding

6.3.1 Introduction

This subclause describes how to select valid transmission characters (encoding) and check the validity of
received transmission characters (decoding). It also specifies the ordering rules to be followed when

98 Working Draft Serial Attached SCSI (SAS)



18 April 2003 T10/1562-D Revision 3g

transmitting the bits within a character and the characters within the higher-level constructs specified by the
document (i.e., primitives and frames).

6.3.2 Transmission order

Within the definition of the 8b10b transmission code, the bit positions of the transmission characters are
labeled a, b, c, d, e, |, f, g, h, and j. Bit a shall be transmitted first, followed by bits b, c, d, e, i, f, g, h, and j, in
that order. Bit i shall be transmitted between bit e and bit f, rather than in the order that would be indicated by
the letters of the alphabet.

Characters within primitives shall be transmitted sequentially beginning with the special character used to
distinguish the primitive (e.g., K28.3 or K28.5) and proceeding character by character from left to right within
the definition of the primitive until all characters of the primitive are transmitted.

The contents of a frame shall be transmitted sequentially beginning with the primitive used to denote the start
of frame and proceeding character-by-character from left to right within the definition of the frame until the
primitive used to denote the end of frame is transmitted.

6.3.3 Valid and invalid transmission characters

6.3.3.1 Definitions

Table 34 and table 35 define the valid data characters (Dxx.y characters) and valid special characters (Kxx.y
characters), respectively, and shall be used for both generating valid transmission characters (encoding) and
checking the validity of received transmission characters (decoding). Each Valid-Data-Byte or special code
entry has two columns that represent two (not necessarily different) transmission characters, corresponding to
the current value of the running disparity (current RD - or current RD +). Running disparity is a binary
parameter with either the value negative (-) or the value positive (+). The running disparity at the beginning of
a primitive is the beginning running disparity (beginning RD).

After powering on, the transmitter shall initialize the current RD to negative. Upon transmission of any
transmission character, the transmitter shall calculate a new value for its running disparity based on the
contents of the transmitted character.

After powering on or exiting diagnostic mode (the definition of diagnostic mode is beyond the scope of this
standard), the receiver should assume either the positive or negative value for its initial running disparity.
Upon reception of any transmission character, the receiver shall determine whether the transmission
character is valid or invalid according to the following rules and shall calculate a new value for its running
disparity based on the contents of the received character.

The following rules for running disparity shall be used to calculate the new running disparity value for
transmission characters that have been transmitted (i.e. transmitter’s running disparity) and that have been
received (i.e. receiver’s running disparity).

Running disparity for a transmission character shall be calculated on the basis of sub-blocks, where the first
six bits (‘abcdei’ b) form one sub-block (six-bit sub-block) and the second four bits (‘fghj’ b) form the other
sub-block (four-bit sub-block). Running disparity at the beginning of the six-bit sub-block is the running
disparity at the end of the last transmission character. Running disparity at the beginning of the four-bit
sub-block is the running disparity at the end of the six-bit sub-block. Running disparity at the end of the
transmission character is the running disparity at the end of the four-bit sub-block.

Running disparity for the sub-blocks shall be calculated as follows:

a) Running disparity at the end of any sub-block is positive if the sub-block contains more ones than
zeros. It is also positive at the end of the six-bit sub-block if the six-bit sub-block is 000111b, and it is
positive at the end of the four-bit sub-block if the four-bit sub-block is 0011b.

b) Running disparity at the end of any sub-block is negative if the sub-block contains more zeros than
ones. It is also negative at the end of the six-bit sub-block if the six-bit sub-block is 111000b, and it is
negative at the end of the four-bit sub-block if the four-bit sub-block is 1100b.

c) Otherwise, running disparity at the end of the sub-block is the same as at the beginning of the
sub-block.

Working Draft Serial Attached SCSI (SAS) 99



T10/1562-D Revision 3g 18 April 2003

All sub-blocks with equal numbers of zeros and ones are disparity neutral. In order to limit the run length of
zeros or ones between sub-blocks, the 8b10b transmission code rules specify that sub-blocks encoded as
000111b or 0011b are generated only when the running disparity at the beginning of the sub-block is positive;
thus, running disparity at the end of these sub-blocks shall also be positive. Likewise, sub-blocks containing
111000b or 1100b are generated only when the running disparity at the beginning of the sub-block is negative;
thus, running disparity at the end of these sub-blocks shall also be negative.

Table 34 defines the valid data characters (Dxx.y characters).

Table 34 — Valid data characters (part 1 of 3)

Data Bits Current RD - | Current RD +|| Data Bits Current RD - | Current RD +
byte |HGF EDCBA| abcdei fghj | abcdei fghj || byte |HGF EDCBA| abcdei fghj | abcdei fghj
name (binary) (binary) (binary) name (binary) (binary) (binary)
D00.0 000 00000 100111 0100 011000 1011 D00.1 001 00000 100111 1001 011000 1001
D01.0 000 00001 011101 0100 100010 1011 || DO1.1 001 00001 011101 1001 100010 1001
D02.0 000 00010 101101 0100 010010 1011 D02.1 001 00010 101101 1001 010010 1001
D03.0 000 00011 110001 1011 110001 0100 D03.1 001 00011 110001 1001 110001 1001
D04.0 000 00100 110101 0100 001010 1011 D04.1 001 00100 110101 1001 001010 1001
D05.0 000 00101 101001 1011 101001 0100 || DO5.1 001 00101 101001 1001 101001 1001
D06.0 000 00110 011001 1011 011001 0100 || DO6.1 001 00110 011001 1001 011001 1001
D07.0 000 00111 111000 1011 000111 0100 D07.1 001 00111 111000 1001 000111 1001
D08.0 000 01000 111001 0100 000110 1011 D08.1 001 01000 111001 1001 000110 1001
D09.0 000 01001 100101 1011 100101 0100 D09.1 001 01001 100101 1001 100101 1001
D10.0 000 01010 010101 1011 010101 0100 D10.1 001 01010 010101 1001 010101 1001
D11.0 000 01011 110100 1011 110100 0100 D11.1 001 01011 110100 1001 110100 1001
D12.0 000 01100 001101 1011 001101 0100 D12.1 001 01100 001101 1001 001101 1001
D13.0 000 01101 101100 1011 101100 0100 D13.1 001 01101 101100 1001 101100 1001
D14.0 000 01110 011100 1011 011100 0100 D14.1 001 01110 011100 1001 011100 1001
D15.0 000 01111 010111 0100 101000 1011 D15.1 001 01111 010111 1001 101000 1001
D16.0 000 10000 011011 0100 100100 1011 D16.1 001 10000 011011 1001 100100 1001
D17.0 000 10001 100011 1011 100011 0100 || D17.1 001 10001 100011 1001 100011 1001
D18.0 000 10010 010011 1011 010011 0100 || D18.1 001 10010 010011 1001 010011 1001
D19.0 000 10011 110010 1011 110010 0100 D19.1 001 10011 110010 1001 110010 1001
D20.0 000 10100 001011 1011 001011 0100 D20.1 001 10100 001011 1001 001011 1001
D21.0 000 10101 101010 1011 101010 0100 D21.1 001 10101 101010 1001 101010 1001
D22.0 000 10110 011010 1011 011010 0100 D22.1 001 10110 011010 1001 011010 1001
D23.0 000 10111 111010 0100 000101 1011 || D23.1 001 10111 111010 1001 000101 1001
D24.0 000 11000 110011 0100 001100 1011 D24.1 001 11000 110011 1001 001100 1001
D25.0 000 11001 100110 1011 100110 0100 D25.1 001 11001 100110 1001 100110 1001
D26.0 000 11010 010110 1011 010110 0100 D26.1 001 11010 010110 1001 010110 1001
D27.0 000 11011 110110 0100 001001 1011 D27.1 001 11011 110110 1001 001001 1001
D28.0 000 11100 001110 1011 001110 0100 D28.1 001 11100 001110 1001 001110 1001
D29.0 000 11101 101110 0100 010001 1011 || D29.1 001 11101 101110 1001 010001 1001
D30.0 000 11110 011110 0100 100001 1011 D30.1 001 11110 011110 1001 100001 1001
D31.0 000 11111 101011 0100 010100 1011 D31.1 001 11111 101011 1001 010100 1001
D00.2 010 00000 100111 0101 011000 0101 D00.3 011 00000 100111 0011 011000 1100
D01.2 010 00001 011101 0101 100010 0101 DO01.3 011 00001 011101 0011 100010 1100
D02.2 010 00010 101101 0101 010010 0101 D02.3 011 00010 101101 0011 010010 1100
D03.2 010 00011 110001 0101 110001 0101 || D03.3 011 00011 110001 1100 110001 0011
D04.2 010 00100 110101 0101 001010 0101 || D04.3 011 00100 110101 0011 001010 1100
D05.2 010 00101 101001 0101 101001 0101 || DO5.3 011 00101 101001 1100 101001 0011
D06.2 010 00110 011001 0101 011001 0101 D06.3 011 00110 011001 1100 011001 0011
D07.2 010 00111 111000 0101 000111 0101 D07.3 011 00111 111000 1100 000111 0011
D08.2 010 01000 111001 0101 000110 0101 D08.3 011 01000 111001 0011 000110 1100
D09.2 010 01001 100101 0101 100101 0101 || D09.3 011 01001 100101 1100 100101 0011
D10.2 010 01010 010101 0101 | 010101 0101 || D10.3 011 01010 010101 1100 010101 0011
D11.2 010 01011 110100 0101 110100 0101 D11.3 011 01011 110100 1100 110100 0011
D12.2 010 01100 001101 0101 001101 0101 D12.3 011 01100 001101 1100 001101 0011
D13.2 010 01101 101100 0101 101100 0101 D13.3 011 01101 101100 1100 101100 0011
D14.2 010 01110 011100 0101 011100 0101 D14.3 011 01110 011100 1100 011100 0011
D15.2 010 01111 010111 0101 101000 0101 D15.3 011 01111 010111 0011 101000 1100
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Table 34 — Valid data characters (part 2 of 3)

Data Bits Current RD - | Current RD +|| Data Bits Current RD - | Current RD +
byte |HGF EDCBA| abcdei fghj | abcdei fghj || byte |HGF EDCBA| abcdei fghj | abcdei fghj
name (binary) (binary) (binary) name (binary) (binary) (binary)
D16.2 010 10000 011011 0101 100100 0101 D16.3 011 10000 011011 0011 100100 1100
D17.2 010 10001 100011 0101 100011 0101 D17.3 011 10001 100011 1100 100011 0011
D18.2 010 10010 010011 0101 010011 0101 D18.3 011 10010 010011 1100 010011 0011
D19.2 010 10011 110010 0101 110010 0101 D19.3 011 10011 110010 1100 110010 0011
D20.2 010 10100 001011 0101 001011 0101 D20.3 011 10100 001011 1100 001011 0011
D21.2 010 10101 101010 0101 101010 0101 D21.3 011 10101 101010 1100 101010 0011
D22.2 010 10110 011010 0101 011010 0101 D22.3 011 10110 011010 1100 011010 0011
D23.2 010 10111 111010 0101 000101 0101 D23.3 011 10111 111010 0011 000101 1100
D24.2 010 11000 110011 0101 001100 0101 D24.3 011 11000 110011 0011 001100 1100
D25.2 010 11001 100110 0101 100110 0101 D25.3 011 11001 100110 1100 100110 0011
D26.2 010 11010 010110 0101 010110 0101 D26.3 011 11010 010110 1100 010110 0011
D27.2 010 11011 110110 0101 001001 0101 D27.3 011 11011 110110 0011 001001 1100
D28.2 010 11100 001110 0101 001110 0101 D28.3 011 11100 001110 1100 001110 0011
D29.2 010 11101 101110 0101 010001 0101 D29.3 011 11101 101110 0011 010001 1100
D30.2 010 11110 011110 0101 100001 0101 D30.3 011 11110 011110 0011 100001 1100
D31.2 010 11111 101011 0101 010100 0101 D31.3 011 11111 101011 0011 010100 1100
D00.4 100 00000 100111 0010 011000 1101 D00.5 101 00000 100111 1010 011000 1010
D01.4 100 00001 011101 0010 100010 1101 DO01.5 101 00001 011101 1010 100010 1010
D02.4 100 00010 101101 0010 010010 1101 D02.5 101 00010 101101 1010 010010 1010
D03.4 100 00011 110001 1101 110001 0010 D03.5 101 00011 110001 1010 110001 1010
D04.4 100 00100 110101 0010 001010 1101 D04.5 101 00100 110101 1010 001010 1010
D05.4 100 00101 101001 1101 101001 0010 DO05.5 101 00101 101001 1010 101001 1010
D06.4 100 00110 011001 1101 011001 0010 DO06.5 101 00110 011001 1010 011001 1010
D07.4 100 00111 111000 1101 000111 0010 D07.5 101 00111 111000 1010 000111 1010
D08.4 100 01000 111001 0010 000110 1101 D08.5 101 01000 111001 1010 000110 1010
D09.4 100 01001 100101 1101 100101 0010 D09.5 101 01001 100101 1010 100101 1010
D10.4 100 01010 010101 1101 010101 0010 D10.5 101 01010 010101 1010 010101 1010
D11.4 100 01011 110100 1101 110100 0010 D11.5 101 01011 110100 1010 110100 1010
D12.4 100 01100 001101 1101 001101 0010 D12.5 101 01100 001101 1010 001101 1010
D13.4 100 01101 101100 1101 101100 0010 D13.5 101 01101 101100 1010 101100 1010
D14.4 100 01110 011100 1101 011100 0010 D14.5 101 01110 011100 1010 011100 1010
D15.4 100 01111 010111 0010 101000 1101 D15.5 101 01111 010111 1010 101000 1010
D16.4 100 10000 011011 0010 100100 1101 D16.5 101 10000 011011 1010 100100 1010
D17.4 100 10001 100011 1101 100011 0010 D17.5 101 10001 100011 1010 100011 1010
D18.4 100 10010 010011 1101 010011 0010 D18.5 101 10010 010011 1010 010011 1010
D19.4 100 10011 110010 1101 110010 0010 D19.5 101 10011 110010 1010 110010 1010
D20.4 100 10100 001011 1101 001011 0010 D20.5 101 10100 001011 1010 001011 1010
D21.4 100 10101 101010 1101 101010 0010 D21.5 101 10101 101010 1010 101010 1010
D22.4 100 10110 011010 1101 011010 0010 D22.5 101 10110 011010 1010 011010 1010
D23.4 100 10111 111010 0010 000101 1101 D23.5 101 10111 111010 1010 000101 1010
D24.4 100 11000 110011 0010 001100 1101 D24.5 101 11000 110011 1010 001100 1010
D25.4 100 11001 100110 1101 100110 0010 D25.5 101 11001 100110 1010 100110 1010
D26.4 100 11010 010110 1101 010110 0010 D26.5 101 11010 010110 1010 010110 1010
D27.4 100 11011 110110 0010 001001 1101 D27.5 101 11011 110110 1010 001001 1010
D28.4 100 11100 001110 1101 001110 0010 D28.5 101 11100 001110 1010 001110 1010
D29.4 100 11101 101110 0010 010001 1101 D29.5 101 11101 101110 1010 010001 1010
D30.4 100 11110 011110 0010 100001 1101 D30.5 101 11110 011110 1010 100001 1010
D31.4 100 11111 101011 0010 010100 1101 D31.5 101 11111 101011 1010 010100 1010
DO00.6 110 00000 100111 0110 011000 0110 DO00.7 111 00000 100111 0001 011000 1110
D01.6 110 00001 011101 0110 100010 0110 DO01.7 111 00001 011101 0001 100010 1110
D02.6 110 00010 101101 0110 010010 0110 D02.7 111 00010 101101 0001 010010 1110
DO03.6 110 00011 110001 0110 110001 0110 D03.7 111 00011 110001 1110 110001 0001
D04.6 110 00100 110101 0110 001010 0110 D04.7 111 00100 110101 0001 001010 1110
DO05.6 110 00101 101001 0110 101001 0110 DO05.7 111 00101 101001 1110 101001 0001
D06.6 110 00110 011001 0110 011001 0110 DO06.7 111 00110 011001 1110 011001 0001
DO07.6 110 00111 111000 0110 000111 0110 DO07.7 111 00111 111000 1110 000111 0001
D08.6 110 01000 111001 0110 000110 0110 D08.7 111 01000 111001 0001 000110 1110
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Table 34 — Valid data characters (part 3 of 3)
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Data Bits Current RD - | Current RD +|| Data Bits Current RD - | Current RD +
byte |HGF EDCBA| abcdei fghj | abcdei fghj || byte |HGF EDCBA| abcdei fghj | abcdei fghj
name (binary) (binary) (binary) name (binary) (binary) (binary)
D09.6 110 01001 100101 0110 100101 0110 D09.7 111 01001 100101 1110 100101 0001
D10.6 110 01010 010101 0110 010101 0110 D10.7 111 01010 010101 1110 010101 0001
D11.6 110 01011 110100 0110 110100 0110 D11.7 111 01011 110100 1110 110100 1000
D12.6 110 01100 001101 0110 001101 0110 D12.7 111 01100 001101 1110 001101 0001
D13.6 110 01101 101100 0110 101100 0110 D13.7 111 01101 101100 1110 101100 1000
D14.6 110 01110 011100 0110 011100 0110 D14.7 111 01110 011100 1110 011100 1000
D15.6 110 01111 010111 0110 101000 0110 D15.7 111 01111 010111 0001 101000 1110
D16.6 110 10000 011011 0110 100100 0110 D16.7 111 10000 011011 0001 100100 1110
D17.6 110 10001 100011 0110 100011 0110 D17.7 111 10001 100011 0111 100011 0001
D18.6 110 10010 010011 0110 010011 0110 D18.7 111 10010 010011 0111 010011 0001
D19.6 110 10011 110010 0110 110010 0110 D19.7 111 10011 110010 1110 110010 0001
D20.6 110 10100 001011 0110 001011 0110 D20.7 111 10100 001011 0111 001011 0001
D21.6 110 10101 101010 0110 101010 0110 D21.7 111 10101 101010 1110 101010 0001
D22.6 110 10110 011010 0110 011010 0110 D22.7 111 10110 011010 1110 011010 0001
D23.6 110 10111 111010 0110 000101 0110 D23.7 111 10111 111010 0001 000101 1110
D24.6 110 11000 110011 0110 001100 0110 D24.7 111 11000 110011 0001 001100 1110
D25.6 110 11001 100110 0110 100110 0110 D25.7 111 11001 100110 1110 100110 0001
D26.6 110 11010 010110 0110 010110 0110 D26.7 111 11010 010110 1110 010110 0001
D27.6 110 11011 110110 0110 001001 0110 D27.7 111 11011 110110 0001 001001 1110
D28.6 110 11100 001110 0110 001110 0110 D28.7 111 11100 001110 1110 001110 0001
D29.6 110 11101 101110 0110 010001 0110 D29.7 111 11101 101110 0001 010001 1110
D30.6 110 11110 011110 0110 100001 0110 D30.7 111 11110 011110 0001 100001 1110
D31.6 110 11111 101011 0110 010100 0110 D31.7 111 11111 101011 0001 010100 1110

Table 35 defines the valid special characters (Kxx.y characters). Comma patterns, two bits of one polarity
followed by five bits of the opposite polarity, are underlined.

Table 35 — Valid special characters

Special code HGFBEitDSCBA Curren_t RD_— Curren'F RD_+
name (binary) abcdei fghj abcdei fghj
K28.0 000 11100 001111 0100 110000 1011
K28.1 001 11100 001111 1001 110000 0110
K28.2 010 11100 001111 0101 110000 1010
K28.3 011 11100 001111 0011 110000 1100
K28.4 100 11100 001111 0010 110000 1101
K28.5 101 11100 001111 1010 110000 0101
K28.6 110 11100 001111 0110 110000 1001
K28.7 111 11100 001111 1000 110000 0111
K23.7 111 10111 111010 1000 000101 0111
K27.7 111 11011 110110 1000 001001 0111
K29.7 111 11101 101110 1000 010001 0111
K30.7 111 11110 011110 1000 100001 0111

Only K28.3, K28.5 and K28.6 are used in this standard (see 7.2).
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NOTE 12 - K28.1, K28.5, and K28.7 are the only valid characters which contain comma patterns. The K28.7
special character is not used because it introduces a false comma pattern when followed by any of the
following special or data characters: K28.x, D3.x, D11.x, D12.x, D19.x, D20.x, or D28.x, where x is a value in
the range 0 to 7, inclusive.

6.3.3.2 Generating transmission characters

The appropriate entry in table 34 or table 35 shall be found for the data byte or special code for which a
transmission character is to be generated (encoded). The current value of the transmitter’s running disparity
shall be used to select the transmission character from its corresponding column. For each transmission
character transmitted, a new value of the running disparity shall be calculated. This new value shall be used
as the transmitter’s current running disparity for the next valid data byte or special code to be encoded and
transmitted.

6.3.3.3 Validity of received transmission characters

The columns in table 34 and table 35 corresponding to the current value of the receiver’s running disparity
shall be searched for each received transmission character. If the received transmission character is found in
the proper column, then the transmission character shall be considered valid and the associated data byte or
special code determined (decoded). If the received transmission character is not found in the proper column,
then the transmission character shall be considered invalid and the dword containing the character shall be
considered an invalid dword. Independent of the transmission character’s validity, the received transmission
character shall be used to calculate a new value of running disparity.

This new value shall be used as the receiver’s current running disparity for the next received transmission
character.

Detection of a code violation does not necessarily indicate that the transmission character in which the code
violation was detected is in error. Code violations may result from a prior error that altered the running
disparity of the bit stream but did not result in a detectable error at the transmission character in which the
error occurred. The example shown in table 36 exhibits this behavior.

Table 36 — Delayed code violation example

RD First RD Second RD Third RD
character character character
Transmitted
character - D21.1 - D10.2 - D23.5 +
stream
Transmitted |\ 1416191001 | - 010101 0101 - | 1110101010 | +
bit stream
Bitstream | | 41510101011 | + 010101 0101 + | 1110101010 | +
after error
Decoded
character - D21.0 + D10.2 + Code violation +
stream
6.4 Bit order

Dwords transmitted in a STP connection shall be transmitted in the bit order specified by SATA.
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Dwords for other types of connections and outside of connections shall be transmitted in the bit order in figure
55.

< Dword to transmit + data/primitive indicator (Z) >
MSB LSB
31 24 23 1615 7 0
z[H|c|F|e|D|c|B|a|H] . [a|H] . [a]H] . |A
DorK D D D
1st byte to 2nd byte to 3rd byte to 4th byte to
transmit transmit transmit transmit
, 31 24 Y 23 16 Y 15 8 7 \
(in 8510b Hlc|F[e|p|c|B|a]Kk]|H BRE BRE B
notation)

HHHHH¢H¢¢H

o L
Transpos A4 A 4 \ A4
A B CDETFOGHK A H K A H K A H K
Encoding Encoding Encoding Encoding
function function function function
abcdeifghij a ] a ] a ]
8b10b encoder 8b10b encoder| 8b10b encoder| 8b10b encoder

to physical link l

<{abcdeifghj abcdeifgh j
first bit
transmitted \/ \
abcdeifghj abcdeifghjl

last bitT

transmitted

Figure 55 — SAS bit transmission logic
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Figure 56 shows the SAS bit reception order.

#irst bit received
|abcdeifghj abcdeifghij
last bit
received
abcdeifghij abcdeifgh|[e—
from
L L ¢ ph)lli?l((:al
10b8b decoder 10b8b decoder 10b8b decoder | 10b8b decoder
abocdei f ghi| a j a illa i
Decoding Decoding Decoding Decoding
function function function function
A B CDEFGH KJ||]A .. HK A ... HK[]A .. HK

-~ =<
(in ##““‘V“‘V

=
TR

<—
><
—]

sotob [H|G|F|[E|D|Cc|B|A]|K]|H [Alk[H] . [A]lx][H] . [A]K
notation) 31 24 23 16 15 8
1st byte 2nd byte 3rd byte " 4th byte
received received received received
Y,
¥ 31 24 23 16 15 8 7 0
z|u|c|Fle]|p|c|s]aln] .. [a[H] .. [A]H] .. ]A
< MSB Dword received + data/primitive indicator (Z) LSE’

Figure 56 — SAS bit reception logic

6.5 Out of band (OOB) signals

Out of band (OOB) signals are low-speed signal patterns detected by the phy that do not appear in normal
data streams. They consist of defined amounts of idle time followed by defined amounts of burst time. During
the idle time, D.C. idle (see 3.1.21) is transmitted. During the burst time, ALIGN (0) primitives are transmitted
repeatedly. The transmitter output levels during burst time and idle time are described in 5.3.4. The signals are
differentiated by the length of idle time between the burst times.

SATA defines two OOB signals: COMINIT/COMRESET and COMWAKE. COMINIT and COMRESET are
used in this standard interchangeably. Phys compliant with this standard identify themselves with an additional
SAS-specific OOB signal called COMSAS.
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Table 37 defines the timing specifications for OOB signals.
Table 37 — OOB signal timing specifications
Parameter Minimum Nominal Maximum Comments
The time basis for burst times
a = and idle times used to create
OOB Interval (OOBI) 666,600 ps 666,6 ps 666,733 ps 0OB signals. Based on 1,5
Gbps clock tolerance.
The minimum time a receiver
shall allow to detect COMSAS
C.OMSAS detect 13,65 us after transmitting COMSAS.
timeout :
Derived from:
OOBI x 512 x 40
a4 QOBI is different than UI(OOB) defined in SATA (e.g., SAS has tighter clock tolerance). This is a fixed
value equal to the Ul for G1, regardless of the actual transfer rate being used to create the burst time.

Table 38 describes the OOB signal transmitter requirements for the burst time, idle time, and negation times
that comprise each OOB signal.

Table 38 — OOB signal transmitter requirements

Signal Burst time Idle time Negation time
COMWAKE 160 OOBI 160 OOBI 280 OOBI
COMINIT/RESET 160 OOBI 480 OOBI 800 OOBI
COMSAS 160 OOBI 1440 OOBI 2 400 OOBI

To transmit an OOB signal, a transmitter shall repeat these steps six times:

1) transmit D.C. idle for an idle time; and
2) transmit an ALIGN burst for a burst time.

It shall then transmit D.C. idle for an OOB signal negation time.

The ALIGNSs used in OOB signals are not required to be at generation 1 (G1) physical link rates (i.e., 1,5
Gbps), as this rate may not be supported in phys compliant with future generations of this standard. The
ALIGNSs are only required to generate an envelope for the detection circuitry, as required for any signaling that
may be A.C. coupled. If G2 ALIGNSs are used, the number of ALIGNs doubles compared with G1 ALIGNSs.

A SAS transmitter should transmit ALIGNs at the G1 physical link rate to create the burst portion of the OOB
signal, but may transmit ALIGNSs at its slowest supported physical link rate if it does not support the G1
physical link rate and shall not transmit them at a physical link rate faster than its slowest supported physical
link rate.
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Figure 57 describes OOB signal transmission by the SP transmitter (see 6.7). The COMWAKE Transmitted,
COMINIT Transmitted, and COMSAS Transmitted messages are sent to the SP state machine (see 6.7).

COMWAKE

;5 }27% }47 }a% COMAKE

Transmitted

M‘ M‘ M M M M I Note: Idle time is shown here as a

? ? ? ? ? ? ( ) neutral signal for visual clarity
only.
COMWAKE COMWAKE

idle negation

ALIGN burst

COMRESET/COMINIT

ALIGN burst
,— —>SP
1 2 3 4 5 6 COM'NIT

Transmitted

——————
S e e e s 2

idle negation

COMSAS
ALIGN burst

|

. — —>SP
COMSAS
Transmitted

e e

negation

== Pe
== e

=H= oe
== Se

%EM
EEE}/

COMSAS idle

Figure 57 — OOB signal transmission
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Table 39 describes the OOB signal receiver requirements for detecting burst times, assuming Tpst iS the
length of the detected burst time. The burst time is not used to distinguish between signals.

Table 39 — OOB signal receiver burst time detection requirements

Signal may detect shall detect
COMWAKE Thurst < 100 ns Tpurst > 100 ns
COMINIT/COMRESET |  Tpyret < 100 ns Tourst > 100 ns
COMSAS Thurst < 100 ns Tpurst > 100 ns

Table 40 describes the OOB signal receiver requirements for detecting idle times, assuming Tiqe is the length
of the detected idle time.

Table 40 — OOB signal receiver idle time detection requirements

Signal may detect shall detect shall not detect

COMWAKE | 55ns < Tige < 175ns 101,3 ns < Tigje < 112 ns Tidie< 55 ns or

Tidle >175ns
COMINIT/ _ : Tigle <175 ns or
COMRESET 175 ns < Tjgie <525 ns 304 ns < Tige <336 ns Tige > 525 ns

Tigle <525 ns or

<T <T; <
COMSAS | 525ns<Tige<1575ns | 911,7 ns < Tige < 1 008 ns T 1575 ns

Table 41 describes the OOB signal receiver requirements for detecting negation times, assuming Tjqe iS the
length of the detected idle time.

Table 41 — OOB signal receiver negation time detection requirements

Signal shall detect
COMWAKE Tige > 175 ns
COMINIT/COMRESET |  Tige> 525 ns
COMSAS Tigie > 1575 ns

A receiver shall detect an OOB signal after receiving four consecutive idle time/burst time pairs (see figure
58). It is not an error to receive more than four idle time/burst time pairs. A receiver shall not detect the same
OOB signal again until it has detected the corresponding negation time (i.e., a COMINIT negation time for a
COMINIT) or has detected a different OOB signal (e.g., if a COMINIT was previously detected, then four sets
of COMWAKE idle times followed by burst times are detected, a COMWAKE is detected; another COMINIT
may follow).

A SAS receiver shall detect OOB signals comprised of ALIGNs transmitted at any rate up to its highest
supported physical link rate. This includes physical link rates below its lowest supported physical link rate
(e.g., a SAS receiver supporting only 3,0 Gbps needs to detect 1,5 Gbps based ALIGNSs to interoperate with a
SAS transmitter supporting both 1,5 Gbps and 3,0 Gbps).
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Figure 58 describes SAS OOB signal detection by the SP receiver (see 6.7). The COMWAKE Detected,
COMWAKE Completed, COMINIT Detected, COMSAS Detected, and COMSAS Completed messages are
sent to the SP state machine (see 6.7) to indicate that an OOB signal has been patrtially or fully detected.

COMWAKE
A Time >

Note: Idle time is shown here as a
neutral signal for visual clarity

only.
COMWAKE

T ! ~ Completed "% SB

|

1 COMWAKE
Any : negation

. |
transitions '\.COMWAKE
Detected ~ 7 SP
COMRESET/COMINIT
A
( B
T 1 2 3 4 n
: COMINIT
Any " negation
transitions '\\ COMINIT
Detected ~ P SB
COMSAS
A
p Al

\ COMSAS

L 1L 2 )3 L 4 1 n 5 ) ~Completed =™ SP
Y Y Y I Y Y

: COMSAS

Any 1 negation
transitions . . 1
: nth idle time/ALIGN 1

nJ
idle burst pair \C_COMSAS__ Sp

Detected —
ALIGN burst —ﬁ—m Zero or more idle time/ALIGN burst pairs

Figure 58 — OOB signal detection

Expander devices shall not forward OOB signals. An expander device shall run the link reset sequence
independently on each physical link.

6.6 Phy reset sequences

6.6.1 Phy reset sequences overview

The phy reset sequence consists of an OOB sequence and a speed negotiation sequence.

Working Draft Serial Attached SCSI (SAS) 109



T10/1562-D Revision 3g 18 April 2003

The phy reset sequence shall only affect the phy, not the port or device containing the phy or other phys in the
same port or device.

After receiving a HARD_RESET, a phy should start the phy reset sequence within 250 ms.

Phys shall not originate a phy reset sequence until 10 ms have elapsed since the previous attempt at running
a phy reset sequence (e.g., if a reply to COMINIT is not detected in an OOB sequence, or after a speed
negotiation sequence fails).

Table 42 defines phy reset sequence timing parameters used by the SP state machine (see 6.7).

Table 42 — Phy reset sequence timing specifications

Parameter Time Comments
Hot-plug timeout 500 ms The maximum time after which an expander phy shall retry
an unsuccessful phy reset sequence (see 6.6.5).

6.6.2 SATA phy reset sequence (informative)

6.6.2.1 SATA OOB sequence (informative)

Figure 59 shows the SATA OOB sequence between a SATA host and SATA device. The SATA OOB sequence
is defined by SATA; see ATA/ATAPI-7 V3 for detailed requirements.

. COMWAKE
COMRESET Calibrate
SATA host ',:\'.‘
(initiator) to H { }
SATA \‘\‘o‘o
device oo
(target)
SATA device
(target) to
SATA host
(initiator) COMINIT Time >

Figure 59 — SATA OOB sequence (informative)
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6.6.2.2 SATA speed negotiation sequence (informative)

Figure 60 shows the speed negotiation sequence between a SATA host and SATA device. The SATA speed
negotiation sequence is defined by SATA; see ATA/ATAPI-7 V3 for detailed requirements.

d10.2 ALIGN(0)s Non-ALIGN(0)s
@ Slowest @ Detected @ Detected
rate rate rate
SATA host
(initiator) to
SATA
device
(target)
[ X/
,‘,)\:\‘ I
SATA device —%&—++—|
LR X4
(target) to (XY
SATAhOSt iy ate COMWAKE 2048  .slower 0,0 Non-
(initiator) ALIGN(O)s rates... ALIGN(0)s ALIGN(0)s
@ Fastest @ nt" rate @ Detected
rate rate

Figure 60 — SATA speed negotiation sequence (informative)

Table 43 defines SATA speed negotiation sequence timing parameters used by the SP state machine (see
6.7).

Table 43 — SATA speed negotiation sequence timing specifications (informative)

Parameter Time Comments

The minimum time during SATA speed negotiation that a
Await ALIGN timeout 32 768 OOBI | phy shall allow for an ALIGN to be received after detecting
COMWAKE Completed.

The maximum time during SATA speed negotiation after
533 ns detecting COMWAKE Completed before which a phy shall
start transmitting D10.2 characters.

COMWAKE response
time

6.6.3 SAS to SATA phy reset sequence
SAS initiator devices and expander devices may be directly attached to SATA devices.
To initiate a phy reset sequence a phy shall:

1) transmit a COMINIT; and
2) in response to receiving a COMINIT, transmit a COMSAS.

The COMSAS identifies the phy as a SAS phy or expander phy instead of a SATA phy.
If a SATA phy is attached to the physical link it either:

a) misinterprets the COMSAS to be a COMRESET and responds with a COMINIT; or
b) ignores the COMSAS and provides no response within a COMSAS detect timeout.

Either response indicates to the phy that a SATA phy is attached. As a result the phy shall initiate transmit
COMWAKE and enter the SATA speed negotiation sequence.

Figure 61 shows a reset sequence between a SAS phy or expander phy (i.e., a phy compliant with this
standard) and a SATA phy (i.e., a phy in a SATA device, defined by SATA). The two possible cases are
presented. The first case is that the SATA phy ignores the COMSAS and provides no response within a
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COMSAS detect timeout. The second case is that the SATA phy misinterprets the COMSAS to be a
COMRESET and responds with a COMINIT. The SP state machine treats these two cases the same, and
determines that a SATA phy is attached after a COMSAS detect timeout. The SATA speed negotiation
sequence shall be entered after COMWAKE.

SATA phy does not respond to COMSAS COM
COMINIT COMSAS WAKE
SAS phy Tx/
SATA phy Rx

Step 3 tep 4
o COMSAS .
Time=0 Detect Time=z
Step 2 Timeout

SAS phy Rx/

SATA phy TX"

COMINIT
SATA phy responds to COMSAS with COMINIT COM

COMINIT COMSAS WAKE
SAS phy Tx/
SATA phy Rx ﬂ_)
Step 1 Step 3 Step 5

COMSAS
Detect
Timeout

Step 4

COMINIT

COMINIT

Time=z

SAS phy Rx/
SATA phy Tx

X : Power-on

Time 0: OOB sequence begins
Time z: Speed negotiation sequence begins

Figure 61 — SAS to SATA OOB sequence

6.6.4 SAS to SAS phy reset sequence

6.6.4.1 SAS OOB sequence
To initiate a SAS OOB sequence a phy shall transmit a COMINIT.
On receipt of a COMINIT a phy shall either:

a) if the receiving phy has not yet transmitted a COMINIT, transmit a COMINIT followed by a COMSAS;

or
b) if the receiving phy has transmitted a COMINIT, transmit a COMSAS.

On receipt of a COMSAS, if the receiving phy has not yet transmitted a COMSAS, the phy shall transmit a
COMSAS.

112 Working Draft Serial Attached SCSI (SAS)



18 April 2003 T10/1562-D Revision 3g

After completing the transmission of a COMSAS and the successful receipt a COMSAS the SAS OOB
sequence is complete and the SAS speed negotiation sequence begins.

A phy shall distinguish between COMINIT and COMSAS and continue with a SAS speed negotiation
sequence after completing the SAS OOB sequence.
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Figure 62 shows several different SAS OOB sequences between phy A and phy B, with phy A starting the

SAS OOB sequence at the same time as phy B, before phy B, and before phy B powers on.

Scenario 1: Both SAS phys start SAS OOB sequence at same time

-

P
COMINIT

COMSAS
Scenario 2: SAS phy A starts SAS OOB sequence
COMINIT COMSAS
Phy A Tx/ A
Phy BRx
Phy A Rx/ \/
Phy B Tx B |

COMINIT" COMSAS
Scenario 3: SAS phy B misses SAS phy A’'s COMINIT

COMINIT COMSAS
T i ki
>— Time=0

At

A : SAS phy A power on
B : SAS phy B power on

COMINIT

COMSAS

Time 0: SAS phy reset sequence begins
Time z: SAS speed negotiation sequence begins

Figure 62 — SAS to SAS OOB sequence
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6.6.4.2 SAS speed negotiation sequence

The SAS speed negotiation sequence is a peer-to-peer negotiation technique that does not assume initiator

| and target (i.e., host and device) roles. The sequence consists of a set of speed negotiation windows for each
physical link rate, starting with 1,5 Gbps, then 3,0 Gbps, then the next rate. The length of the speed
negotiation sequence is determined by the number of physical link rates supported by the phys.

Figure 63 defines the speed negotiation window, including:

a) speed negotiation window time;

| b) rate change delay time (RCDT);
c) speed negotiation transmit time (SNTT); and
| d) speed negotiation lock time (SNLT).
dword
sync
ALIGN(0)s ! ALIGN(1)s
" N
C
D))
~
Speed negotiation lock time (SNLT)
\- /
Rate ch \G lay ti v
atec ?S%GD_S ay time Speed negotiation transmit time (SNTT)
- )

Y
Speed negotiation window

Figure 63 — SAS speed negotiation window

Table 37 defines the timing specifications for the SAS speed negotiation sequence.

Table 44 — SAS speed negotiation sequence timing specifications

| Parameter Time Comments
Rate change delay The time the transmitter shall transmit D.C. idle between
time (RCDT) 750 000 OOBI rates during speed negotiation.

The time during which ALIGN (0) or ALIGN (1) is
Speed negotiation 163 840 OOBI transmitted at each physical link rate during the speed
transmit time (SNTT) negotiation sequence. Derived from:

OOBI x 4 096 x 40.

The maximum time during the speed negotiation window for

Speed negotiation lock 153 600 OOBI | atransmitter to reply with ALIGN (1). Derived from:

time (SNLT) OOBI x 3 840 x 40
Speed negotiation The duration of a speed negotiation window. Derived from:
I window time 913 840 OOBI RCDT + SNTT.

The speed negotiation window shall consist of the following transmission sequence for each speed
negotiation window:

| 1) atransmission of D.C. idle for an RCDT; and
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2) if the phy supports the physical link rate, a transmission of ALIGNs at that physical link rate for the
remainder of the entire speed negotiation window. If the phy does not support the physical link rate,
transmission of D.C. idle for the remainder of the entire speed negotiation window.

If the phy supports the physical link rate, it shall attempt to synchronize on an incoming series of dwords at
that rate for the SNLT. The received dwords may be ALIGN (0) or ALIGN (1) primitives. If the phy achieves
dword synchronization within the SNLT, it shall change from transmitting ALIGN (0) primitives to transmitting
ALIGN (1) primitives for the remainder of the SNTT (i.e., the remainder of the speed negotiation window). If
the phy does not achieve dword synchronization within the SNLT, it shall continue transmitting ALIGN(O)s for
the remainder of the SNTT (i.e., the remainder of the speed negotiation window).

At the end of the SNTT, if a phy is both transmitting and receiving ALIGN (1) primitives, it shall consider that
physical link rate valid. The phy shall then proceed to the next speed negotiation window. A phy shall
participate in all speed negotiation windows:

a) up to its highest supported physical link rate plus one; or
b) until it runs a speed negotiation window that does not detect a valid physical link rate after having
detected a valid physical link rate in a previous speed negotiation window.

If the phy has detected a valid physical link rate in the previous speed negotiation window, it shall enter the
final speed negotiation window using the highest previously successful link rate.

Figure 64 shows speed negotiation between a phy A that supports G1 through G3 link rates and a phy B that
only supports the G2 link rate. Both phys run:

1) the G1 speed negotiation window, supported by phy A but not by phy B;

2) the G2 speed negotiation window, supported by both phys; and
3) the G3 speed negotiation window, supported by phy A but not by phy B.
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Both phys then select G2 for the final speed negotiation window to establish the negotiated physical link rate.

no dword dword no dword dword
RCD sync sync RCD sync RCD sync

- |<—SNTT—>| |<—SNTT-—>| le— SNTT—>| |<—SNTT-—>|

Phy A Tx/
Phy B Rx
Time=z dword dword
RCD RCD sync RCD RCD sync
e— SNTT—>| |«—isNnTT —SNTT—>] |« SNTTI—»)
Phy A R/ ; ;
Phy B Tx > < >
Not supported Not supported
by phy B by phy B
L I\ I\ J]\ J
Y h T Y
Speed _negotlatlon Speed _negotlatlon Speed -negotlatlon Speed negotiation
window window window ind G2 rat
Gl rate G2 rate G3 rate window - 52 rate
(negotiated rate)
ALIGN(0)s ALIGN(1)s

Time z : SAS speed negotiation sequence begins

Time >
Figure 64 — SAS speed negotiation sequence (phy A: G1, G2, G3, phy B: G2 only)
If the phy does not obtain dword synchronization during the final speed negotiation window the SAS speed

negotiation sequence fails. This may be counted and reported in the PHY RESET PROBLEM field in the SMP

REPORT PHY ERROR LOG page (see 10.4.3.6) and the REPORT PHY ERROR LOG log page (see
10.2.7.1).
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Figure 65 shows the same speed negotiation sequence as in figure 64 when phy B does not obtain dword
synchronization during the final speed negotiation window. If this occurs, the handshake is not complete and
the OOB sequence shall be retried starting with COMINIT, forcing the phy to retry the whole reset sequence.

dsv;/l(r)]r(':d dword nosc;l/\;v((:)rd dword
sync
RCD i RCD ¢ RCD RCD _ SYN¢ COMINIT,
—»  |€—SNTT! —SNTTi—> |«—SNTT —>| |« SNTTi —»|
Phy A Tx/ : :
Phy B Rx

(W

g

Time=z dword dword no dword
— sync sync sync
y
RCD {  RCD t  RCD RCD
> |SNTTi—>] |«—SNTTi—>| |¢—SNTT—> |¢— SNTT—|

Phy A Rx/

Phy B Tx Not supported il )
by phy B Y COMINIT
L ) A A ) i
T T Y Y '
o o Hot Plug
Speed negotiation Speed negotiation ~ Speed negotiation Speed negotiation Timeout
window window window window - G2 rate Delay
Glrate G2 rate G3 rate (negotiated rate)
ALIGN(0)s ALIGN(1)s Time z: SAS speed negotiation sequence begins
Time >

Figure 65 — SAS speed negotiation sequence (phy A: G1, G2, G3, phy B: G1, G2) that fails
For more examples of speed negotiations between phys that support various speeds, see Annex B.

6.6.5 Phy reset sequence after devices are attached

Since SATA and SAS signal cable connectors do not include power lines, it is not possible to detect the
physical insertion of the signal cable connector onto a plug. Non-cabled environments may similarly not have
a way to detect physical insertion of a device. As a result, expander phys that are enabled but not active shall
originate a new phy reset sequence repeatedly, with no more than a hot-plug timeout (see table 42) between
each attempt, until a speed negotiation sequence completes successfully. SAS initiator phys should originate
a new phy reset sequence after every hot-plug timeout. SAS target phys should not originate a new phy reset
sequence after their first attempt (i.e., SAS target phys should only try once after power on).

Figure 66 shows how two phys complete the phy reset sequence if the phys are not attached at power on. In
this example, phy A and phy B are attached some time before phy B’s second hot-plug timeout occurs. Phy
B’s OOB detection circuitry detects a COMINIT after the attachment, and therefore phy B transmits COMSAS,
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since it has both transmitted and received a COMINIT. Upon receiving COMSAS, phy A transmits its own
COMSAS. The SAS speed negotiation sequence follows.

comINiT, Hot-plug copniT, HOEPIUG o op 7 COMSAS
Timeout Timeout
Phy A Tx
A

Phy A Rx
B < -
Incomplete COMSAS
Hot-plug COMINIT
Timeout
Phy B Tx <A
D
COMINIT COMINIT COMSAS
>_ Time=0 z <
Timey
Phy B Rx A'
A : SAS phy A power on L—J ‘ ’

COMINIT COMSAS
B : SAS phy B power on
Time y : SAS phy A attached to SAS phy B

Time z : SAS phy A and SAS phy B start the SAS speed negotiation sequence
Figure 66 — Hot-plug and the phy reset sequence
6.7 SP (phy layer) state machine

6.7.1 SP state machine overview
The SP state machine controls the phy reset sequence. This state machine consists of three sets of states:

a) OOB sequence (OOB) states;
b) SAS speed negotiation (SAS) states; and
c) SATA host emulation (SATA) states.

This state machine consists of the following states:

a) SPO0:0O0B_COMINIT (see 6.7.3.1)(initial state);
b) SP1:00B_AwaitCOMX (see 6.7.3.2);

c) SP2:00B_NoCOMSASTimeout;

d) SP3:00B_AwaitCOMINIT_Sent (see 6.7.3.4);
e) SP4:00B_COMSAS (see 6.7.3.5);

f) SP5:00B_AwaitCOMSAS_Sent (see 6.7.3.6);
g) SP6:00B_AwaitNoCOMSAS (see 6.7.3.7);

h) SP7:00B_AwaitCOMSAS (see 6.7.3.8);
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i) SPB8:SAS_Start (see 6.7.4.1);

i)  SP9:SAS_RateNotSupported (see 6.7.4.2);
k) SP10:SAS_AwaitALIGN (see 6.7.5.3);

[) SP11:SAS_AwaitALIGN1 (see 6.7.4.4);

m) SP12:SAS_AwaitSNW (see 6.7.4.5);

n) SP13:SAS_Pass (see 6.7.4.6);

0) SP14 SAS_Fail (see 6.7.4.7);

p) SP15:SAS_PHY_Ready (see 6.7.4.8);

g) SP16:SATA_COMWAKE (see 6.7.5.1);

N SP17:SATA_AwaitCOMWAKE (see 6.7.5.2);
s) SP18:SATA_AwaitNoCOMWAKE (see 6.7.5.3);
t) SP19:SATA_ AwaitALIGN (see 6.7.5.4);

u) SP20:SATA_AdjustSpeed (see 6.7.5.5);

v) SP21:SATA_Transmit_ALIGN (see 6.7.5.6);
w) SP22:SATA _PHY_Ready (see 6.7.5.7);

X) SP23:SATA PM_Partial (see 6.7.5.8); and
y) SP24:SATA_PM_Slumber (see 6.7.5.9).

The SP state machine shall start in the SP0:O0B_COMINIT state after:

a) apower on;

b) a hard reset; or

c) receiving a Management Reset request from the management layer (e.g., from the SMP PHY
CONTROL function in an expander device).

The SP state machine sends the following messages to the SP_DWS state machine (see 6.8):

a) Start DWS; and
b) Stop DWS.

The SP state machine receives the following messages from the SP_DWS state machine:

a) DWS Lost; and
b) DWS Reset.

The SP state machine shall maintain the timers listed in table 45.

Table 45 — SP state machine timers

Timer Initial value

COMSAS Detect Timeout timer COMSAS detect timeout (see table 37)
Await ALIGN Timeout timer Await ALIGN timeout (see table 43)
Hot-Plug Timeout timer Hot plug timeout (see 6.6.1)

RCDT timer RCDT (see table 44)

SNLT timer SNLT (see table 44)

SNTT timer SNTT (see table 44)

6.7.2 SP transmitter and receiver

The SP transmitter transmits OOB signals and dwords on the physical link based on messages from the SP
state machine (see 6.7).

The SP transmitter receives the following messages from the SP state machine:

a) Transmit COMINIT;

b) Transmit COMSAS;

c) Transmit COMWAKE;

d) Transmit D10.2;

e) Set Rate (Physical Link Rate); and
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f)  Transmit ALIGN with an argument indicating the specific type (e.g., Transmit ALIGN (0)).
When not otherwise instructed, the SP transmitter transmits idle time.
The SP transmitter sends the following messages to the SP state machine:

a) COMINIT Transmitted;
b) COMSAS Transmitted; and
c) COMWAKE Transmitted.

The SP receiver receives OOB signals and dwords from the physical link and sends messages to the SP state
machine indicating what it has received.

The SP receiver sends the following messages to the SP state machine:

a) COMINIT Detected;

b) COMSAS Detected;

c) COMWAKE Detected;

d) COMSAS Completed,;

e) COMWAKE Completed;

f) ALIGN Received with an argument indicating the specific type (e.g., ALIGN Received (0)); and
g) Dword Received.

The ALIGN Received and Dword Received messages are only sent when the SP_DWS state machine has
achieved dword synchronization.

For SATA speed negotiation, the ALIGN Received (0) message includes an argument containing the physical
link rate at which the ALIGN(0)s were detected. For SAS speed negotiation, only ALIGNs at the physical link
rate specified by the last Set Rate message.
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6.7.3 OOB sequence states
Figure 67 shows the OOB sequence states. These states are indicated by state names with a prefix of OOB.

4 SP (phy layer) state machine - OOB sequence states
(tO a” States, Power on or

SPO: SP4: i
causing hard reset or|
OOB COMINIT OOB COMSAS transition to Managemen

_ COMINIT >k COMINIT __~__ COMSAS COMSAS __ SPO: Reset )
Transmitted Detected Transmitted Detected OOB_COMINIT) g=ccc— L/

Transmit COMINIT Transmitted _
comnT T and ﬂ---gg&;”;';-b SP6:00B_
SP19—p> COMINIT Detected AWaItNoCOMSAS
SATA COMSAS Transmitied |
: SP3:00B_ and _»
AwaltaLIGN AwaitCOMINIT_Sent COMSAS Detected

A

SP15: COMINIT
SP5:00B_

SAS Transmitted’ _
PHY_Ready AwaitCOMSAS Sent
P COMSAS

COMINIT | COMINIT COMSAS =

SP22; ——51— — .-
——— Detected Transmitted-» <+ Transmitted Completed

PHY_Read
e | COMSAS >
Detected

PHY_Ready
——» - StopDWS - SP_DWS COMsAs _ |coMmsAs
—

[ Transmitted ~ Jcompleted
A I sps:
SAS_Start

.- -

--Phy Layer Not Ready--~ SP7:00B_
AwaitCOMSAS

oS | comsas | comsas
Transmitted Detected
COMSAS Detected
[ or P COMSAS
Hot-plug_]  COMINIT Detected <t Detected ™~
A (in expander

timeout
<J COMINIT Detected - -+ ! phys)

\Tfaonzﬂr:]'?{g #HCOMSAS Detected- - [~ SATA Spinup Hold
SP2:00B_ COMSAS detect timeout

SP14: _ > NoCOMSASTimeout and SATA support
> spie:

— COMINIT Detected SATA COMWAKE

-——COMINIT Detected £ COMSAS detgct

\—_ Hotplug__ g timeout an
time%u? no SATA support

;Expander device and COMSAS detect timeout and SATA support and spinup hold

>

Figure 67 — SP (phy layer) state machine - OOB sequence states

6.7.3.1 SPO:OOB_COMINIT state
6.7.3.1.1 State description

This state is the initial state for this state machine.
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Upon entry into this state, this state shall:

a) send a Transmit COMINIT message to the SP transmitter and wait for a COMINIT Transmitted
message and/or a COMINIT Detected message;

b) send a Stop DWS message to the SP_DWS state machine; and

c) send a Phy Layer Not Ready confirmation to the link layer.

This state machine waits for receipt of a COMINIT Transmitted message and/or a COMINIT Detected
message.

6.7.3.1.2 Transition SPO:OOB_COMINIT to SP1:00B_AwaitCOMX

This transition shall occur if this state receives a COMINIT Transmitted message and has not received a
COMINIT Detected message.

6.7.3.1.3 Transition SP0:OOB_COMINIT to SP3:00B_AwaitCOMINIT_Sent

This transition shall occur if this state receives a COMINIT Detected message and has not received a
COMINIT Transmitted message.

6.7.3.1.4 Transition SPO:OOB_COMINIT to SP4:00B_COMSAS

This transition shall occur if this state receives both a COMINIT Transmitted message and a COMINIT
Detected message.

6.7.3.2 SP1:00B_AwaitCOMX state

6.7.3.2.1 State description

Upon entry into this state, the Hot-Plug Timeout timer shall be initialized and started.

6.7.3.2.2 Transition SP1:00B_AwaitCOMX to SP0:OOB_COMINIT

This transition shall occur if a hot-plug timeout occurs.

6.7.3.2.3 Transition SP1:00B_AwaitCOMX to SP4:00B_COMSAS

This transition shall occur after receiving either a COMINIT Detected message or a COMSAS Detected
message. If COMSAS Detected was received, this transition shall include a COMSAS Detected argument.

6.7.3.3 SP2:00B_NoCOMSASTimeout state

6.7.3.3.1 State description

Upon entry into this state, the Hot-Plug Timeout timer shall be initialized and started.

6.7.3.3.2 Transition SP2:00B_NoCOMSASTimeout to SP0:OOB_COMINIT

This transition shall occur if a hot-plug timeout occurs.

6.7.3.3.3 Transition SP2:00B_NoCOMSASTimeout to SP3:00B_AwaitCOMINIT_Sent

This transition shall occur after receiving a COMINIT Detected message.
6.7.3.4 SP3:00B_AwaitCOMINIT_Sent state

6.7.3.4.1 State description

This state waits for a COMINIT Transmitted message.

6.7.3.4.2 Transition SP3:00B_AwaitCOMINIT_Sent to SP4:COMSAS

This transition shall occur after receiving a COMINIT Transmitted message.
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6.7.3.5 SP4:00B_COMSAS state

6.7.3.5.1 State description
Upon entry into this state, this state shall send a Transmit COMSAS message to the SP transmitter.

This state waits for receipt of a COMSAS Transmitted message and/or a COMSAS Detected message.

6.7.3.5.2 Transition SP4:00B_COMSAS to SP5:00B_AwaitCOMSAS_Sent

This transition shall occur if this state receives a COMSAS Detected message or this state was entered with a
COMSAS Detected argument, and this state has not received a COMSAS Transmitted message.

6.7.3.5.3 Transition SP4:00B_COMSAS to SP6:00B_AwaitNoCOMSAS

This transition shall occur if this state receives both a COMSAS Transmitted message and a COMSAS
Detected message.

6.7.3.5.4 Transition SP4:00B_COMSAS to SP7:00B_AwaitCOMSAS

This transition shall occur if this state receives a COMSAS Transmitted message and has not received a
COMSAS Detected message.

6.7.3.6 SP5:00B_AwaitCOMSAS_Sent state

6.7.3.6.1 State description

This state waits for receipt of a COMSAS Transmitted message.

6.7.3.6.2 Transition SP5:00B_AwaitCOMSAS_Sent to SP6:00B_AwaitNoCOMSAS

This transition shall occur after receiving a COMSAS Transmitted message.
6.7.3.7 SP6:00B_AwaitNoCOMSAS state

6.7.3.7.1 State description

This state machine waits for a COMSAS Completed message, which indicates that COMSAS has been
completely received.

6.7.3.7.2 Transition SP6:00B_AwaitNoCOMSAS to SP8:SAS_Start

This transition shall occur after receiving a COMSAS Completed message. The COMSAS Completed
message may be received before this state is entered.

6.7.3.8 SP7:00B_AwaitCOMSAS state

6.7.3.8.1 State description

Upon entering this state the COMSAS Detect Timeout timer shall be initialized and started.

6.7.3.8.2 Transition SP7:00B_AwaitCOMSAS to SP0:0O0B_COMINIT
This state shall send a SATA Spinup Hold confirmation to the link layer and perform this transition if.

a) this phy is in an expander device;

b) this phy supports attachment to a SATA device;

c) the COMSAS Detect Timeout timer expires;

d) this expander device implements SATA spinup hold; and

e) the SP0:O0OB_COMINIT state was not originally entered because of an SMP Reset request (i.e.,
SMP PHY CONTROL-based requests to reset the phy bypass spinup hold).
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6.7.3.8.3 Transition SP7:00B_AwaitCOMSAS to SP6:00B_AwaitNoCOMSAS

This transition shall occur after receiving a COMSAS Detected message.

6.7.3.8.4 Transition SP7:00B_AwaitCOMSAS to SP16:SATA_COMWAKE
This transition shall occur if:

a) the phy supports attachment to SATA devices; and
b) the COMSAS Detect Timeout timer expires.

6.7.3.8.5 Transition SP7:00B_AwaitCOMSAS to SP2:00B_NoCOMSASTimeout
This transition shall occur if the phy does not support SATA and the COMSAS Detect Timeout timer expires.
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6.7.4 SAS speed negotiation states

Figure 68 shows the SAS speed negotiation states, in which the phy has detected that it is attached to a SAS
phy or expander phy rather than a SATA phy, and performs the SAS speed negotiation sequence. These
states are indicated by state names with a prefix of SAS.

SP (phy layer) state machine - SAS speed negotiation states (to all states, 'Power on or
SP10:SAS SP11:SAS causing hard reset or

. . transition to Manaagement
AwaitALIGN AwaitALIGN1 g
AWAIALIGN o AwaitALiGN1  "TEUON e Mana :

—--ALIGN Received (0)- > ___Re_cewed (1)____l> OOB_COMINIT)< _______ )
] Transmit )
-==-ALIGN Received (1)-F-aALIGN (O)“'|> - Transmit ALIGN (1)->

SP_DWS & Start DWS-—— 4 ALIGN Received (0) _p,Lg —DWS Lost--- SP_DWS
_ before SNLT _
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RCDT expires | |_1Received (1)’“’ ]
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SPO: <_COMINIT Detected or DWS LOSt—q----DWS Reset====— SP_DWS

OOB COMINIT Or DWS Reset
- e ke Start DWS---9» SP_DWS

Figure 68 — SP (phy layer) state machine - SAS speed negotiation states
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6.7.4.1 SP8:SAS_Start state

6.7.4.1.1 State description
This is the initial state for the SAS speed negotiation process.
Upon entering this state, this state shall:

a) initialize and start the RCDT timer. This allows time required for a transmitter to switch to either the
next higher or next lower supported speed;
b) send a Set Rate message to the SP transmitter selecting the next rate for attempted negotiation.

The argument to the Set Rate message shall be:

a) the lowest supported speed negotiation window if the transition into this state is from the
SP6:00B_AwaitNoCOMSAS state; or
b) to the value of the SAS Speed Negotiation Window Rate argument.

During this state D.C. idle shall be transmitted.

6.7.4.1.2 Transition SP8:SAS_Start to SP10:SAS_AwaitALIGN

This transition shall occur after the RCDT timer expires if the current speed negotiation rate is supported.

6.7.4.1.3 Transition SP8:SAS_Start to SP9:SAS_RateNotSupported

This transition shall occur after the RCDT timer expires if the current speed negotiation rate is not supported.
6.7.4.2 SP9:SAS_RateNotSupported state

6.7.4.2.1 State description
Upon entering this state the SNTT timer shall be initialized and started.

During this state D.C. idle shall be transmitted.

6.7.4.2.2 Transition SP9:SAS_RateNotSupported to SP14:SAS_Fail

This transition shall occur after the SNTT expires.
6.7.4.3 SP10:SAS_AwaitALIGN state

6.7.4.3.1 State description

Upon entering this state, the SNTT timer and SNLT timer shall be initialized and started and this state shall
repeatedly send Transmit ALIGN (0) messages to the SP transmitter.

Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.

Upon entering this state, this state shall send a Start DWS message to the SP_DWS state machine.

6.7.4.3.2 Transition SP10:SAS_AwaitALIGN to SP0:OOB_COMINIT

This transition shall occur after receiving a DWS Lost message if this state does not send a Start DWS
message.

6.7.4.3.3 Transition SP10:SAS_AwaitALIGN to SP11:SAS_AwaitALIGN1

This transition shall occur if this state receives an ALIGN Received (0) message before the SNLT timer
expires.

Working Draft Serial Attached SCSI (SAS) 127



T10/1562-D Revision 3g 18 April 2003

6.7.4.3.4 Transition SP10:SAS_AwaitALIGN to SP12:SAS_AwaitSNW

This transition shall occur if this state receives an ALIGN Received (1) message before the SNLT timer
expires.

6.7.4.3.5 Transition SP10:SAS_AwaitALIGN to SP14:SAS_Fail

This transition shall occur if the SNTT timer expires.
6.7.4.4 SP11:SAS_AwaitALIGN1 state

6.7.4.4.1 State description

This state shall repeatedly send Transmit ALIGN (1) messages to the SP transmitter.

Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.
6.7.4.4.2 Transition SP11:SAS_AwaitALIGN1 to SP0:OOB_COMINIT

This transition shall occur after receiving a DWS Lost message if this state does not send a Start DWS
message.

6.7.4.4.3 Transition SP11:SAS_AwaitALIGN1 to SP14:SAS_Fail

This transition shall occur if the SNTT timer expires. This indicates that the other phy has not been able to lock
at the current rate.

6.7.4.4.4 Transition SP11:SAS_AwaitALIGN1 to SP12:SAS_AwaitSNW

This transition shall occur if this state receives an ALIGN Received (1) message before the SNLT timer
expires. This indicates that the other phy has been able to lock at the current rate.

6.7.4.5 SP12:SAS_AwaitSNW state

6.7.4.5.1 State description
This state shall repeatedly send Transmit ALIGN (1) messages to the SP transmitter.

If this is the last speed negotiation window, this state shall send a Start SL_IR Receiver confirmation to the link
layer.

Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.

This state waits for the SNTT timer to expire or for a Stop SNTT request.

6.7.4.5.2 Transition SP12:SAS_AwaitSNW to SP0:OO0B_COMINIT

This transition shall occur after receiving a DWS Lost message if this state does not send a Start DWS
message.

6.7.4.5.3 Transition SP12:SAS_AwaitSNW to SP13:SAS_Pass

This transition shall occur after the SNTT timer expires or after receiving a Stop SNTT request.
6.7.4.6 SP13:SAS_Pass state

6.7.4.6.1 State description
This state determines if:

a) another SAS speed negotiation window is required; and
b) the SAS speed negotiation is complete.
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Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.
6.7.4.6.2 Transition SP13:SAS_Pass to SP0:0O0OB_COMINIT

This transition shall occur after receiving a DWS Lost message if this state does not send a Start DWS
message.

6.7.4.6.3 Transition SP13:SAS_Pass to SP8:SAS_Start

This transition shall occur if the state machine has not fallen back (i.e., transitioned from SP14:SAS_Fail to
SP8:SAS_Start) during this current SAS speed negotiation sequence.

This transition shall include a SAS Speed Negotiation Window Rate argument with the transition.

6.7.4.6.4 Transition SP13:SAS_Pass to SP15:SAS_PHY_Ready

This transition shall occur if speed negotiation has progressed to where it failed and then had fallen back to
the last negotiated speed and then subsequently passed.

6.7.4.7 SP14:SAS_Fail state

6.7.4.7.1 State description
This state determines if the SAS speed negotiation window failure occurred because:

a) the maximum SAS speed negotiation window has been attempted and there haven't been any
successful negotiated physical link rates;

b) the SAS speed negotiation failed after dropping back to the last successful SAS speed negotiation
window;

c) the SAS speed negotiation has failed and there was a previous successful SAS speed negotiation; or

d) no SAS speed negotiation has previously passed and the maximum SAS speed negotiation window
has not yet been attempted.

6.7.4.7.2 Transition SP14:SAS_Fail to SP1:00B_AwaitCOMX

This transition shall occur if:

a) the maximum SAS speed negotiation window has been attempted and there haven't been any
successful negotiated physical link rates; or

b) the SAS speed negotiation failed after dropping back to the last successful SAS speed negotiation
window.

6.7.4.7.3 Transition SP14:SAS_Fail to SP8:SAS_Start

This transition shall occur:

a) after setting the SAS speed negotiation window to one less the current SAS speed negotiation
window; and
b) if the SAS speed negotiation has failed and there was a previous successful SAS speed negotiation;

or:

a) after setting the SAS speed negotiation window to one greater than the current SAS speed negoti-
ation window; and

b) if no SAS speed negotiation has previously passed and the maximum supported SAS speed negoti-
ation window has not yet been attempted.

This transition shall include which speed negotiation window to attempt next in a SAS Speed Negotiation
Window rate argument.
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6.7.4.8 SP15:SAS_PHY_Ready state

6.7.4.8.1 State description
This state waits for a COMINIT Detected message, a DWS Lost message, or a DWS Reset message.

While in this state dwords from the link layer are transmitted at the negotiated physical link rate at the rate
established in the previous speed negotiation window.

Upon entering this state, this state shall send a Phy Layer Ready (SAS) confirmation to the link layer to
indicate that the physical link has been brought up successfully in SAS mode.

Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.
6.7.4.8.2 Transition SP15:SAS_PHY_Ready to SP0:O0OB_COMINIT

This transition shall occur after:

a) receiving a COMINIT Detected message;
b) receiving a DWS Lost message, if this state does not send a Start DWS message; or
c) receiving a DWS Reset message.

6.7.5 SATA host emulation states

Figure 69 shows the SATA host emulation states, in which the phy has detected that it is attached to a SATA
device phy and behaves as if it were a SATA host phy, initiating the SATA speed negotiation sequence. These
states are indicated by state names with a prefix of SATA.
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The power management states defined in this standard are for SAS initiator devices that support being
attached to SATA devices; expander devices attached to SATA devices do not support power management in

this standard.

SP (phy layer) state machine - SATA host emulation states
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Figure 69 — SP (phy layer) state machine - SATA host emulation states
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6.7.5.1 SP16:SATA_COMWAKE state

6.7.5.1.1 State description

This state shall send a Transmit COMWAKE message to the SP transmitter and wait for a COMWAKE
Transmitted message.

6.7.5.1.2 Transition SP16:SATA_COMWAKE to SP17:SATA_AwaitCOMWAKE

This transition shall occur after receiving a COMWAKE Transmitted message.
6.7.5.2 SP17:SATA_AwaitCOMWAKE state

6.7.5.2.1 State description
This state waits for COMWAKE to be received.

6.7.5.2.2 Transition SP17:SATA_AwaitCOMWAKE to SP18:SATA_AwaitNoCOMWAKE

This transition shall occur after receiving a COMWAKE Detected message.
6.7.5.3 SP18:SATA_AwaitNoCOMWAKE state

6.7.5.3.1 State description
This state waits for a COMWAKE Completed message.

6.7.5.3.2 Transition SP18:SATA_AwaitNoCOMWAKE to SP19:SATA_AwaitALIGN

This transition shall occur after receiving a COMWAKE Completed message.
6.7.5.4 SP19:SATA_AwaitALIGN state

6.7.5.4.1 State description
Upon entering this state, this state shall send a Start DWS message to the SP_DWS state machine.
This state shall:

a) repeatedly send Transmit D10.2 messages to the SP transmitter;

b) initialize and start the Await ALIGN Timeout timer; and

c) wait for an ALIGN Received (0) message to be received or for the Await ALIGN Timeout timer to
expire.

The phy shall start transmitting D10.2 characters no later than a COMWAKE response time (see 6.6.2.2) after
entry into this state.

6.7.5.4.2 Transition SP19:SATA_AwaitALIGN to SP20:SATA_AdjustSpeed

This transition shall occur if this state receives an ALIGN Received (0) message before the Await ALIGN
Timeout timer expires. The ALIGN Received (0) message indicates an ALIGN(0) was received at any of the
physical link rates supported by this phy.

6.7.5.4.3 Transition SP19:SATA_AwaitALIGN to SP0:OOB_COMINIT

This transition shall occur if the Await ALIGN Timeout timer expires.
6.7.5.5 SP20:SATA_AdjustSpeed state

6.7.5.5.1 State description

This state waits for the SP transmitter to adjust to the same physical link rate of the ALIGNs that were
detected by the receiver circuitry.
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This state shall:

1) send a Set Rate message to the SP transmitter; and
2) repeatedly send Transmit D10.2 messages to the SP transmitter.

6.7.5.5.2 Transition SP20:SATA_AdjustSpeed to SP0:OOB_COMINIT

This transition shall occur after receiving a DWS Lost message.

6.7.5.5.3 Transition SP20:SATA_AdjustSpeed to SP21:SATA_TransmitALIGN

This transition shall occur after receiving a Transmitter Ready message.
6.7.5.6 SP21:SATA_TransmitALIGN state

6.7.5.6.1 State description

This state shall repeatedly send Transmit ALIGN (0) messages to the SP transmitter.

6.7.5.6.2 Transition SP21:SATA_TransmitALIGN to SP0:OOB_COMINIT

This transition shall occur after receiving a DWS Lost message.

6.7.5.6.3 Transition SP21:SATA_TransmitALIGN to SP22:SATA_PHY_Ready

This transition shall occur after receiving three consecutive Dword Received messages containing dwords
other than ALIGN(O).

6.7.5.7 SP22:SATA_PHY_Ready state

6.7.5.7.1 State description

While in this state dwords from the link layer are transmitted at the negotiated physical link rate at the rate
established in the previous speed negotiation window.

This state shall send a Phy Layer Ready (SATA) confirmation to the link layer to indicate that the physical link
has been brought up successfully in SATA mode.

This state waits for a COMINIT Detected message, a DWS Lost message, or a DWS Reset message.

Each time this state receives a DWS Lost message, this state may send a Start DWS message to the
SP_DWS state machine to re-acquire dword synchronization without running a new link reset sequence.

6.7.5.7.2 Transition SP22:SATA_PHY_Ready to SP1:00B_COMINIT
This transition shall occur after:

a) receiving a COMINIT Detected message;
b) receiving a DWS Lost message, if this state does not send a Start DWS message; or
c) receiving a DWS Reset message.

6.7.5.7.3 Transition SP22:SATA_PHY_Ready to SP23:SATA_PM_Partial

This transition shall occur after receiving an Enter Partial request.

6.7.5.7.4 Transition SP22:SATA_PHY_Ready to SP24:SATA_PM_Slumber

This transition shall occur after receiving an Enter Slumber request.
6.7.5.8 SP23:SATA_PM_Partial state

6.7.5.8.1 State description

This state waits for a COMWAKE Detected message or an Exit Partial request.
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6.7.5.8.2 Transition SP23:SATA_PM_Partial to SP16:SATA_ COMWAKE

| This transition shall occur after receiving a Exit Partial request.

6.7.5.8.3 Transition SP23:SATA_PM_Partial to SP18:SATA_AwaitNoCOMWAKE

| This transition shall occur after receiving a COMWAKE Detected message.
6.7.5.9 SP24.SATA_PM_Slumber state

6.7.5.9.1 State description

| This state waits for a COMWAKE Detected message or an Exit Slumber request.

6.7.5.9.2 Transition SP24:SATA_PM_Slumber to SP16:SATA_COMWAKE

| This transition shall occur after receiving a Exit Slumber request.

6.7.5.9.3 Transition SP24:SATA_PM_Slumber to SP18:SATA_AwaitNoCOMWAKE

This transition shall occur after receiving a COMWAKE Detected message.
6.8 SP_DWS (phy layer dword synchronization) state machine

6.8.1 SP_DWS state machine overview
Each phy includes an SP_DWS state machine.

This state machine establishes the same dword boundaries at the receiver as at the attached transmitter by
searching for control characters. A receiver in the phy monitors and decodes the incoming data stream and
forces K28.5 characters into the first character position to effectively perform dword alignment when
requested by the SP_DWS state machine. The receiver continues to reestablish dword alignment by forcing
received K28.5 characters into the first character position until a valid primitive is detected. The resultant
primitives, dwords and valid dword indicators (e.g., encoding error indicators) are sent to this state machine to
enable it to determine the dword synchronization policy.

After dword synchronization has been achieved, this state machine monitors invalid dwords that are received.
When an invalid dword is detected, it requires two valid dwords to nullify its effect. When four invalid dwords
are detected without nullification, dword synchronization is considered lost.

While dword synchronization is lost, the data stream received is invalid and dwords shall not be passed to the
link layer.

| This state machine consists of the following states:

a) SP_DWSO0:AcquireSync (see 6.8.3)(initial state);
b) SP_DWS1:Validl (see 6.8.4);

c) SP_DWS2:Valid2 (see 6.8.5);

d) SP_DWS3:SyncAcquired (see 6.8.6);

e) SP_DWS4:Lostl (see 6.8.7);

f) SP_DWSb5:LostlRecovered (see 6.8.8);

g) SP_DWS6:Lost2 (see 6.8.9);

h) SP_DWS7:Lost2Recovered (see 6.8.10);

i) SP_DWS8:Lost3 (see 6.8.11); and

j) SP_DWS9:Lost3Recovered (see 6.8.12).

| This state machine shall start in the SP_DWSO0:AcquireSync state after:

a) power on;
b) hard reset; or
| c) receiving a Stop DWS message from the SP state machine.
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This state machine receives the following messages from the SP state machine (see 6.7):

a) Start DWS; and
b) Stop DWS.

This state machine sends the following messages to the SP state machine:

a) DWS Lost; and
b) DWS Reset.

The SP_DWS state machines shall maintain the timers listed in table 46.

Table 46 — SP_DWS timers

Timer

Initial value

DWS Reset Timeout timer

1ms

Working Draft Serial Attached SCSI (SAS)

T10/1562-D Revision 3g

135



T10/1562-D Revision 3g 18 April 2003

Figure 70 shows the SP_DWS state machine.
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Figure 70 — SP_DWS (phy layer dword synchronization) state machine

6.8.2 SP_DWS receiver

The SP_DWS receiver receives the following messages from the SP_DWS state machine:
a) Find Dword.

The SP_DWS receiver sends the following messages to the SP_DWS state machine:

a) Dword Received (Valid Primitive);
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b) Dword Received (Valid Data Dword); and
c) Dword Received (Invalid).

Upon receiving a Find Dword message, the SP_DWS receiver shall monitor the input data stream and force
each K28.5 character detected into the first character position as a possible dword. If the next three
characters are data characters, it shall send the dword as a Dword Received (Valid Primitive) message to the
SP_DWS state machine. Until it receives another Find Dword message, for every four characters it receives it
shall:

a) send a Dword Received (Invalid) message to the SP_DWS state machine if the dword is an invalid
dword (see 3.1.66);

b) send a Dword Received (Valid Primitive) message to the SP_DWS state machine if the dword is a
primitive (i.e., the dword contains a K28.5 character in the first character position followed by three
data characters); or

c) send a Dword Received (Valid Data Dword) message to the SP_DWS state machine if the dword is
not an invalid dword or a primitive.

6.8.3 SP_DWSO0:AcquireSync state

6.8.3.1 State description
This is the initial state of this state machine.
After receiving a Start DWS message, this state shall:

a) send a Find Dword message to the SP_DWS receiver; and
b) initialize and start the DWS Reset Timeout timer;

If this state is entered from SP_DWS1:Validl or SP_DWS2:Valid2, this state shall send a Find Dword
message to the SP_DWS receiver. and the DWS Reset Timeout timer shall continue running.

If this state is entered from SP_DWS1:Validl or SP_DWS2:Valid2 and the DWS Reset Timeout timer has
expired, this state may send a DWS Reset message to the SP state machine (e.qg., if the phy chooses to
initiate a new link reset sequence because dword synchronization has been lost for too long).

This state shall not send a DWS Reset message to the SP until the DWS Reset Timeout timer expires.

If the DWS Reset Timeout timer expires, this state may send a DWS Reset message to the SP state machine.

6.8.3.2 Transition SP_DWSO0:AcquireSync to SP_DWS1:Validl

This transition shall occur after sending a Find Dword message and receiving a Dword Received (Valid
Primitive) message.

6.8.4 SP_DWS1:Validl state

6.8.4.1 State description

This state is reached after one valid primitive has been received. This state waits for a second valid primitive
or an invalid dword.

The DWS Reset Timeout timer shall continue running.

6.8.4.2 Transition SP_DWS1:Valid1l to SP_DWSO0:AcquireSync

This transition shall occur after receiving a Dword Received (Invalid) message or after the DWS Reset
Timeout timer expires.

6.8.4.3 Transition SP_DWS1:Valid1l to SP_DWS2:Valid2

This transition shall occur after receiving a Dword Received (Valid Primitive) message.

Working Draft Serial Attached SCSI (SAS) 137



T10/1562-D Revision 3g 18 April 2003

6.8.5 SP_DWS2:Valid2 state

6.8.5.1 State description

This state is reached after two valid primitives have been received without adjusting the dword
synchronization. This state waits for a third valid primitive or an invalid dword.

The DWS Reset Timeout timer shall continue running.

6.8.5.2 Transition SP_DWS2:Valid2 to SP_DWSO0:AcquireSync

This transition shall occur after receiving a Dword Received (Invalid) message or after the DWS Reset
Timeout timer expires.

6.8.5.3 Transition SP_DWS2:Valid2 to SP_DWS3:SyncAcquired

This transition shall occur after receiving a Dword Received (Valid Primitive) message.
6.8.6 SP_DWS3:SyncAcquired state

6.8.6.1 State description

This state is reached after three valid primitives have been received without adjusting the dword
synchronization.

The most recently received primitive and all subsequent dwords shall be forwarded for processing by the link
layer.

This state waits for a Dword Received (Invalid) message, which indicates that dword synchronization might be
lost.

6.8.6.2 Transition SP_DWS3:SyncAcquired to SP_DWS4:Lostl

This transition shall occur after receiving a Dword Received (Invalid) message.
6.8.7 SP_DWS4:Lostl state

6.8.7.1 State description

This state is reached when one invalid dword has been received and not nullified. This state waits for a Dword
Received message.

6.8.7.2 Transition SP_DWS4:Lostl to SP_DWS5:Lost1Recovered

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.7.3 Transition SP_DWS4:Lostl to SP_DWS6:Lost2

This transition shall occur after receiving a Dword Received (Invalid) message.
6.8.8 SP_DWS5:Lost1lRecovered state

6.8.8.1 State description

This state is reached when a valid dword has been received after one invalid dword had been received. This
state waits for a Dword Received message.

6.8.8.2 Transition SP_DWSh5:Lost1lRecovered to SP_DWS3:SyncAcquired

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.
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6.8.8.3 Transition SP_DWSh5:Lost1lRecovered to SP_DWS6:Lost2

This transition shall occur after receiving a Dword Received (Invalid) message.
6.8.9 SP_DWS6:Lost2 state

6.8.9.1 State description

This state is reached when two invalid dwords havebeen received and not nullified. This state waits for a
Dword Received message.

6.8.9.2 Transition SP_DWS6:Lost2 to SP_DWS7:Lost2Recovered

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.9.3 Transition SP_DWS6:Lost2 to SP_DWS8:Lost3

This transition shall occur after receiving a Dword Received (Invalid) message.
6.8.10 SP_DWS7:Lost2Recovered state

6.8.10.1 State description

This state is reached when a valid dword has been received after two invalid dwords had been received. This
state waits for a Dword Received message.

6.8.10.2 Transition SP_DWS7:Lost2Recovered to SP_DWS4:Lostl

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.10.3 Transition SP_DWS7:Lost2Recovered to SP_DWS8:Lost3

This transition shall occur after receiving a Dword Received (Invalid) message.
6.8.11 SP_DWSS8:Lost3 state

6.8.11.1 State description

This state is reached when three invalid dwords have been received and not nullified. This state waits for a
Dword Received message.

If a Dword Received (Invalid) message is received (i.e., the fourth non-nullified invalid dword is received), this
state shall send a DWS Lost message to the SP state machine.

6.8.11.2 Transition SP_DWSS8:Lost3 to SP_DWS9:Lost3Recovered

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.11.3 Transition SP_DWS8:Lost3 to SP_DWSO0:AcquireSync

This transition shall occur after sending a DWS Lost message.
6.8.12 SP_DWS9:Lost3Recovered state

6.8.12.1 State description

This state is reached when a valid dword has been received after three invalid dwords had been received.
This state waits for a Dword Received message.
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If a Dword Received (Invalid) message is received (i.e., the fourth non-nullified invalid dword is received), this
state shall send a DWS Lost message to the SP state machine.

6.8.12.2 Transition SP_DWS9:Lost3Recovered to SP_DWS6:Lost2

This transition shall occur after receiving a Dword Received (Valid Data Dword) message or a Dword
Received (Valid Primitive) message.

6.8.12.3 Transition SP_DWS9:Lost3Recovered to SP_DWS0:AcquireSync

This transition shall occur after sending a DWS Lost message.

6.9 Spin-up
If a SAS target device receives COMSAS during the reset sequence, it shall not spin-up until allowed by the
SA_PC state machine (see 10.2.8).

If a SAS target device supporting SATA does not receive COMSAS during the reset sequence, it shall follow
SATA spin-up rules (see ATA/ATAPI-7 V3).

Expander devices attached to SATA devices may halt the automatic phy reset sequence to delay spin-up; this
is called SATA spinup hold. This is reported in the SMP DISCOVER function (see 10.4.3.5) and is released
with the SMP PHY CONTROL function (see 10.4.3.10).

NOTE 13 - Enclosures supporting both SATA devices and SAS target devices may need to sequence power
to each attached device to avoid excessive power consumption during power on, since the SATA devices
may spin-up automatically after power on.
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7 Link layer

7.1 Link layer overview

The link layer defines primitives, address frames, and connections. Link layer state machines interface to the
port layer and the phy layer and perform the identification and hard reset sequences, connection
management, and SSP, STP, and SMP specific frame transmission and reception.

7.2 Primitives

7.2.1 Primitives overview

Primitives are dwords whose first character is a K28.3, K28.5, or K28.6 control character. Primitives are not
considered big-endian or little-endian; they are just interpreted as first, second, third, and last characters.
Table 47 defines the primitive format.

Table 47 — Primitive format

Character | Description

K28.5 or K28.6 control character (for primitives defined in this standard) or K28.3

First control character (for primitives defined by SATA).

Second Constant data character.

Third Constant data character.

Last Constant data character.
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7.2.2 Primitive summary

Table 48 defines the primitives not specific to the type of connection.

Table 48 — Primitives not specific to type of connection (part 1 of 2)

From P To P Primitive
Primitive Use 2 sequence
I E|T|I|E|T type ©
AIP (NORMAL) NoConn E I E | T Single
AIP (RESERVED 0) NoConn I E| T Single
AIP (RESERVED 1) NoConn I E | T Single
AIP (RESERVED 2) NoConn I|E | T Single
AIP (RESERVED WAITING ON PARTIAL) NoConn I E| T Single
AIP (WAITING ON CONNECTION) NoConn E I E|T Single
AIP (WAITING ON DEVICE) NoConn E I E| T Single
AIP (WAITING ON PARTIAL) NoConn E I E| T Single
ALIGN (0) All IlE|T|I|E|T| Single
ALIGN (1) All I E|T|I|E|T Single
ALIGN (2) All I E|T|I|E|T Single
ALIGN (3) All IlE|T|I|E|T| Single
BREAK All | E|T|I|E|T |Redundant
BROADCAST (CHANGE) NoConn| | | E | | E | T |Redundant
BROADCAST (RESERVED 0) NoConn | | E | T |Redundant
BROADCAST (RESERVED 1) NoConn | | E | T |Redundant
BROADCAST (RESERVED 2) NoConn | | E | T |Redundant
BROADCAST (RESERVED 3) NoConn | | E | T |Redundant
BROADCAST (RESERVED 4) NoConn | | E | T |Redundant
BROADCAST (RESERVED CHANGE 0) NoConn I | E | T |Redundant
BROADCAST (RESERVED CHANGE 1) NoConn | | E | T |Redundant
CLOSE (CLEAR AFFILIATION) STP I T Triple
CLOSE (NORMAL) Conn | | T 1 T Triple
CLOSE (RESERVED 0) Conn I T Triple
CLOSE (RESERVED 1) Conn I T Triple
EOAF NoConn| | | E | T |I|E|T Single
ERROR All E I E|T Single
HARD_RESET NoConn| I | E I | E | T |Redundant
NOTIFY (ENABLE SPINUP) All I | E T Single
NOTIFY (RESERVED 0) All Il E|T| Single
NOTIFY (RESERVED 1) All Il E| T Single
NOTIFY (RESERVED 2) All I E|T Single
OPEN_ACCEPT NoConn | | T T Single
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Table 48 — Primitives not specific to type of connection (part 2 of 2)
From P To P Primitive
Primitive Use @ sequence
E|T|I|E|T type ©
OPEN_REJECT (BAD DESTINATION) NoConn E I T Single
gﬁggéiié%?r (CONNECTION RATE NOT NoConn El Tl T Single
OPEN_REJECT (NO DESTINATION) NoConn E I T Single
OPEN_REJECT (PATHWAY BLOCKED) NoConn E I T Single
OPEN_REJECT (PROTOCOL NOT SUPPORTED) NoConn T T | Single
OPEN_REJECT (RESERVED ABANDON 0) NoConn I T Single
OPEN_REJECT (RESERVED ABANDON 1) NoConn I T Single
OPEN_REJECT (RESERVED ABANDON 2) NoConn | T Single
OPEN_REJECT (RESERVED ABANDON 3) NoConn I T Single
OPEN_REJECT (RESERVED CONTINUE 0) NoConn I T Single
OPEN_REJECT (RESERVED CONTINUE 1) NoConn | T Single
OPEN_REJECT (RESERVED INITIALIZE 0) NoConn I T Single
OPEN_REJECT (RESERVED INITIALIZE 1) NoConn I T Single
OPEN_REJECT (RESERVED STOP 0) NoConn [ T | Single
OPEN_REJECT (RESERVED STOP 1) NoConn I T Single
OPEN_REJECT (RETRY) NoConn T 1 T Single
OPEN_REJECT (STP RESOURCES BUSY) NoConn E|T]|I Single
OPEN_REJECT (WRONG DESTINATION) NoConn T 1 T Single
SOAF NoConn E|T|I|E|T Single
a The Use column indicates when the primitive is used:
a) NoConn: SAS physical links, outside connections;
b) Conn: SAS physical links, inside connections;
c) All: SAS physical links, both outside connections or inside any type of connection; or
d) STP: SAS physical links, inside STP connections.
The From and To columns indicate the type of ports that originate each primitive or are the intended
destinations of each primitive:
a) |for SAS initiator ports;
b) E for expander ports; and
c) T for SAS target ports.
Expander ports are not considered originators of primitives that are passing through from expander port
to expander port.
The Primitive sequence type columns indicate whether the primitive is sent as a single primitive
sequence, a repeated primitive sequence, a triple primitive sequence, or a redundant primitive sequence
(see 7.2.4).
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Table 49 defines the primitives used only inside SSP and SMP connections.

Table 49 — Primitives used only inside SSP and SMP connections

From P To P Primitive
Primitive Use 2 sequence
I|E|T|I|E|T type ©
ACK SSP I T 1 T Single
CREDIT_BLOCKED SSP I T T Single
DONE (ACK/NAK TIMEOUT) SSP I T T Single
DONE (CREDIT TIMEOUT) SSP I T T Single
DONE (NORMAL) SSP I T T Single
DONE (RESERVED 0) SSP | T Single
DONE (RESERVED 1) SSP I T Single
DONE (RESERVED TIMEOUT 0) SSP I T Single
DONE (RESERVED TIMEOUT 1) SSP I T Single
EOF SSP, SMP | | T 1 T Single
NAK (CRC ERROR) SSP I T T Single
NAK (RESERVED 0) SSP I T Single
NAK (RESERVED 1) SSP I T Single
NAK (RESERVED 2) SSP I T Single
RRDY (NORMAL) SSP I T T Single
RRDY (RESERVED 0) SSP I T Single
RRDY (RESERVED 1) SSP I T Single
SOF SSP, SMP | | T 1 T Single
@ The Use column indicates when the primitive is used:
a) SSP: SAS physical links, inside SSP connections; or
b) SMP: SAS physical links, inside SMP connections.
b The From and To columns indicate the type of ports that originate each primitive or are the intended
destinations of each primitive:
a) | for SSP initiator ports and SMP initiator ports;
b) E for expander ports; and
c) T for SSP target ports and SMP target ports.
Expander ports are not considered originators of primitives that are passing through from expander
port to expander port.
¢ The Primitive sequence type columns indicate whether the primitive is sent as a single primitive
sequence, a repeated primitive sequence, a triple primitive sequence, or a redundant primitive
sequence (see 7.2.4).
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Table 50 lists the primitives used only inside STP connections and on SATA physical links.

Table 50 — Primitives used only inside STP connections and on SATA physical links

b b

A a From To Primitive

Primitive Use ¢ c
| ElT | E | T | Ssequencetype

SATA_CONT STP, SATA I T I T Single
SATA_DMAT STP, SATA I T I T Single
SATA_EOF STP, SATA I T I T Single
SATA ERROR SATA E T Single
SATA_HOLD STP, SATA [ T I T Repeated
SATA_HOLDA STP, SATA I T I T Repeated
SATA_PMACK STP, SATA Single
SATA PMNAK STP, SATA I E T Single
SATA PMREQ_P STP, SATA Repeated
SATA PMREQ_S STP, SATA Repeated
SATA_R_ERR STP, SATA I T T Repeated
SATA_R_IP STP, SATA I T T Repeated
SATA_R_OK STP, SATA I T T Repeated
SATA_R_RDY STP, SATA I T T Repeated
SATA_SOF STP, SATA I T T Single
SATA_SYNC STP, SATA I T T Repeated
SATA_WTRM STP, SATA I T T Repeated
SATA_X_RDY STP, SATA [ T T Repeated
@ The Use column indicates when the primitive is used:

a) STP: SAS physical links, inside STP connections; or

b) SATA: SATA physical links.
b The From and To columns indicate the type of ports that originate each primitive or are the intended

destinations of each primitive:

a) |for STP initiator ports and SATA host ports;

b) E for expander ports; and

c) T for STP target ports and SATA device ports.

Expander ports are not considered originators of primitives that are passing through from expander port

to expander port.
¢ The Primitive sequence type columns indicate whether the primitive is sent as a single primitive

sequence, a repeated primitive sequence, a triple primitive sequence, or a redundant primitive

sequence (see 7.2.4).
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7.2.3 Primitive encodings

Table 51 defines the primitive encoding for primitives not specific to type of connection.

Table 51 — Primitive encoding for primitives not specific to type of connection (part 1 of 2)

Character
Primitive
18t 2nd 31d 4™ (1ast)

AIP (NORMAL) K28.5 D27.4 D27.4 D27.4
AIP (RESERVED 0) K28.5 D27.4 D31.4 D16.7
AIP (RESERVED 1) K28.5 D27.4 D16.7 D30.0
AIP (RESERVED 2) K28.5 D27.4 D29.7 D01.4
AIP (RESERVED WAITING ON PARTIAL) K28.5 D27.4 D01.4 D07.3
AIP (WAITING ON CONNECTION) K28.5 D27.4 D07.3 D24.0
AIP (WAITING ON DEVICE) K28.5 D27.4 D30.0 D29.7
AIP (WAITING ON PARTIAL) K28.5 D27.4 D24.0 D04.7
ALIGN (0) K28.5 D10.2 D10.2 D27.3
ALIGN (1) K28.5 D07.0 D07.0 D07.0
ALIGN (2) K28.5 D01.3 D01.3 D01.3
ALIGN (3) K28.5 D27.3 D27.3 D27.3
BREAK K28.5 D02.0 D24.0 D07.3
BROADCAST (CHANGE) K28.5 D04.7 D02.0 D01.4
BROADCAST (RESERVED 0) K28.5 D04.7 D07.3 D29.7
BROADCAST (RESERVED 1) K28.5 D04.7 D01.4 D24.0
BROADCAST (RESERVED 2) K28.5 D04.7 D04.7 D04.7
BROADCAST (RESERVED 3) K28.5 D04.7 D16.7 D02.0
BROADCAST (RESERVED 4) K28.5 D04.7 D29.7 D30.0
BROADCAST (RESERVED CHANGE 0) K28.5 D04.7 D24.0 D31.4
BROADCAST (RESERVED CHANGE 1) K28.5 D04.7 D27.4 D07.3
CLOSE (CLEAR AFFILIATION) K28.5 D02.0 D07.3 D04.7
CLOSE (NORMAL) K28.5 D02.0 D30.0 D27.4
CLOSE (RESERVED 0) K28.5 D02.0 D31.4 D30.0
CLOSE (RESERVED 1) K28.5 D02.0 D04.7 D01.4
EOAF K28.5 D24.0 D07.3 D31.4
ERROR K28.5 D02.0 D01.4 D29.7
HARD_RESET K28.5 D02.0 D02.0 D02.0
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Table 51 — Primitive encoding for primitives not specific to type of connection (part 2 of 2)

Character
Primitive
18t 2nd 31d 4™ (1ast)

NOTIFY (ENABLE SPINUP) K28.5 D31.3 D31.3 D31.3
NOTIFY (RESERVED 0) K28.5 D31.3 D07.0 D01.3
NOTIFY (RESERVED 1) K28.5 D31.3 D01.3 D07.0
NOTIFY (RESERVED 2) K28.5 D31.3 D10.2 D10.2
OPEN_ACCEPT K28.5 D16.7 D16.7 D16.7
OPEN_REJECT (BAD DESTINATION) K28.5 D31.4 D31.4 D31.4
gLIjIEIIZ\‘IC_DRREJEIIEDC):T (CONNECTION RATE NOT K28.5 D31.4 D04.7 D29.7
OPEN_REJECT (NO DESTINATION) K28.5 D29.7 D29.7 D29.7
OPEN_REJECT (PATHWAY BLOCKED) K28.5 D29.7 D16.7 D04.7
OPEN_REJECT (PROTOCOL NOT SUPPORTED) K28.5 D31.4 D29.7 D07.3
OPEN_REJECT (RESERVED ABANDON 0) K28.5 D31.4 D02.0 D27.4
OPEN_REJECT (RESERVED ABANDON 1) K28.5 D31.4 D30.0 D16.7
OPEN_REJECT (RESERVED ABANDON 2) K28.5 D31.4 D07.3 D02.0
OPEN_REJECT (RESERVED ABANDON 3) K28.5 D31.4 D01.4 D30.0
OPEN_REJECT (RESERVED CONTINUE 0) K28.5 D29.7 D02.0 D30.0
OPEN_REJECT (RESERVED CONTINUE 1) K28.5 D29.7 D24.0 D01.4
OPEN_REJECT (RESERVED INITIALIZE 0) K28.5 D29.7 D30.0 D31.4
OPEN_REJECT (RESERVED INITIALIZE 1) K28.5 D29.7 D07.3 D16.7
OPEN_REJECT (RESERVED STOP 0) K28.5 D29.7 D31.4 D07.3
OPEN_REJECT (RESERVED STOP 1) K28.5 D29.7 D04.7 D27.4
OPEN_REJECT (RETRY) K28.5 D29.7 D27.4 D24.0
OPEN_REJECT (STP RESOURCES BUSY) K28.5 D31.4 D27.4 D01.4
OPEN_REJECT (WRONG DESTINATION) K28.5 D31.4 D16.7 D24.0
SOAF K28.5 D24.0 D30.0 D01.4
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Table 52 defines the primitive encodings for primitives used only inside SSP and SMP connections.
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Table 52 — Primitive encoding for primitives used only inside SSP and SMP connections

Character
Primitive
15t 2nd 3rd 4™ (last)

ACK K28.5 D01.4 D01.4 D01.4
CREDIT_BLOCKED K28.5 D01.4 D07.3 D30.0
DONE (ACK/NAK TIMEOUT) K28.5 D30.0 D01.4 D04.7
DONE (CREDIT TIMEOUT) K28.5 D30.0 D07.3 D27.4
DONE (NORMAL) K28.5 D30.0 D30.0 D30.0
DONE (RESERVED 0) K28.5 D30.0 D16.7 D01.4
DONE (RESERVED 1) K28.5 D30.0 D29.7 D31.4
DONE (RESERVED TIMEOUT 0) K28.5 D30.0 D27.4 D29.7
DONE (RESERVED TIMEOUT 1) K28.5 D30.0 D31.4 D24.0
EOF K28.5 D24.0 D16.7 D27.4
NAK (CRC ERROR) K28.5 D01.4 D27.4 D04.7
NAK (RESERVED 0) K28.5 D01.4 D31.4 D29.7
NAK (RESERVED 1) K28.5 DO01.4 D04.7 D24.0
NAK (RESERVED 2) K28.5 DO01.4 D16.7 D07.3
RRDY (NORMAL) K28.5 D01.4 D24.0 D16.7
RRDY (RESERVED 0) K28.5 D01.4 D02.0 D31.4
RRDY (RESERVED 1) K28.5 D01.4 D30.0 D02.0
SOF K28.5 D24.0 D04.7 D07.3
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Table 53 lists the primitive encodings for primitives used only inside STP connections and on SATA physical

links.

Table 53 — Primitive encoding for primitives used only inside STP connections and on SATA physical

links
Character
Primitive
18t 2nd 3rd 4™ (last)

SATA_CONT K28.3 D10.5 D25.4 D25.4
SATA_DMAT K28.3 D21.5 D22.1 D22.1
SATA_EOF K28.3 D21.5 D21.6 D21.6
SATA _ERROR 2 b K28.6 D02.0 D01.4 D29.7
SATA_HOLD K28.3 D10.5 D21.6 D21.6
SATA_HOLDA K28.3 D10.5 D21.4 D21.4
SATA_PMACK K28.3 D21.4 D21.4 D21.4
SATA_PMNAK K28.3 D21.4 D21.7 D21.7
SATA_PMREQ_P K28.3 D21.5 D23.0 D23.0
SATA_PMREQ_S K28.3 D21.4 D21.3 D21.3
SATA_R_ERR K28.3 D21.5 D22.2 D22.2
SATA_R_IP K28.3 D21.5 D21.2 D21.2
SATA_R_OK K28.3 D21.5 D21.1 D21.1
SATA_R_RDY K28.3 D21.4 D10.2 D10.2
SATA_SOF K28.3 D21.5 D23.1 D23.1
SATA_SYNC K28.3 D21.4 D21.5 D21.5
SATA_WTRM K28.3 D21.5 D24.2 D24.2
SATA_X_RDY K28.3 D21.5 D23.2 D23.2

a8 Except for SATA_ERROR, all values are defined by SATA (see ATA/ATAPI-7

V3).

b SATA_ERROR does not appear inside STP connections. It is an invalid dword,
used by expander devices forwarding an error onto a SATA physical link (see

7.2.7.1).
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7.2.4 Primitive sequences

7.2.4.1 Primitive sequences overview

Table 54 summarizes the types of primitive sequences.

Table 54 — Primitive sequences

o Number of Number of
Primitive . . :
sequence tvpe times to times received
q yp transmit to detect

Single 1 1
Repeated 2 1
Triple 3 3
Redundant 6 3

Any number of ALIGNs and NOTIFYs may be sent inside primitive sequences without affecting the count or
breaking the consecutiveness requirements. Rate matching ALIGNs and NOTIFYs shall be sent inside
primitive sequences inside of connections if rate matching is enabled (see 7.13).

7.2.4.2 Single primitive sequence

Primitives labeled as single primitive sequences are sent one time.

7.2.4.3 Repeated primitive sequence

Primitives that form repeated primitive sequences (e.g., SATA_HOLD) shall be sent two times, then be
followed by SATA_CONT, then be followed by vendor-specific scrambled data dwords. ALIGNs and NOTIFYs
may be sent inside primitive sequences as described in 7.2.4.1.

Figure 71 shows an example of a repeated primitive sequence.

Time

STP STP | SATA_ vendor-specific | anomer
primitive | primitive CONT scrambled data N
primitive

Figure 71 — Repeated primitive sequence

7.2.4.4 Triple primitive sequence

Primitives that form triple primitive sequences (e.g., CLOSE (NORMAL)) shall be sent three times
consecutively. ALIGNs and NOTIFYs may be sent inside primitive sequences as described in 7.2.4.1.

Receivers shall detect a triple primitive sequence after the identical primitive is received in three consecutive
dwords. After receiving a triple primitive sequence, a receiver shall not detect a second instance of the same
triple primitive sequence until it has received three consecutive dwords that are not any of the following:

a) the original primitive; or

b) an ALIGN or NOTIFY.
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Figure 72 shows examples of triple primitive sequences.

Triple primiti Time Triple primiti >
riple primitive . - riple primitive
sequence A Triple primitive sequence A sequence A

o | T | DT o el °
S S S S S S
8|90 S e} o
= 2|2 = = =
S |5 |O S S S
L0 0 2 Qo Q
=l = = ° S S

Receiver Receiver Receiver
detects detects detects
Time .
Triple Triple Triple Triple
primitive  primitive ~ primitive primitive
sequence sequence Sequence sequence
A B A B
N TN Y
Receiver A Receiver Receiver Receiver
detects detects detects detects

Figure 72 — Triple primitive sequence

7.2.4.5 Redundant primitive sequence

Primitives that form redundant primitive sequences (e.g., BROADCAST (CHANGE)) shall be sent six times
consecutively. ALIGNs and NOTIFYs may be sent inside primitive sequences as described in 7.2.4.1.

A receiver shall detect a redundant primitive sequence after the identical primitive is received in three
consecutive dwords. After receiving a redundant primitive sequence, a receiver shall not detect a second

instance of the same redundant primitive sequence until it has received six consecutive dwords that are not
any of the following:

a) the original primitive; or
b) an ALIGN or NOTIFY.
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| Figure 73 shows examples of redundant primitive sequences.

Time >
Redundant primitive

sequence A Redundant primitive sequence A

<
+—
=
@©
o
c
>
©
]
o

Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
idle dword
idle dword
idle dword
idle dword
idle dword
idle dword

Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A

Receiver Receiver
detects detects
Time >
Redundant primitive Redundant primitive Redundant primitive

sequence A sequence B sequence A

Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A

Redundant B

Redundant B
Redundant B
Redundant B

om
+—
[
®©
o
=
>
e
()
@

Redundant B
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A
Redundant A

Receiver

Receiver Receiver
detects

detects detects
Figure 73 — Redundant primitive sequence
7.2.5 Primitives not specific to type of connections

7.2.5.1 AIP (Arbitration in progress)

AIP is sent by an expander device after a connection request to indicate that the connection request is being
processed and indicate the status of the connection request.
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The versions of AIP representing different statuses are defined in table 55.

Table 55 — AIP primitives

Primitive Description

AIP (NORMAL) Expander device has just accepted the connection request.

AIP (RESERVED 0) Reserved. Processed the same as AIP (NORMAL).

AIP (RESERVED 1) Reserved. Processed the same as AIP (NORMAL).

AIP (RESERVED 2) Reserved. Processed the same as AIP (NORMAL).

AIP (WAITING ON Expander device has determined the routing for the connection request,

CONNECTION) but the destination phys are all being used for connections.

AIP (WAITING ON Expander device has determined the routing for the connection request

DEVICE) and forwarded it to the output physical link.

AIP (WAITING ON Expander d_ewc_e has determined the r_outln_g for the con_nect|on reque_st,

PARTIAL) but the destination phys are all busy with with other partial pathways (i.e.,
connection requests that have not reached the destination phy).

AIP (RESERVED

WAITING ON PARTIAL) Reserved. Processed the same as AIP (WAITING ON PARTIAL).

See 7.12 for details on connections.

7.2.5.2 ALIGN
ALIGNSs are used for:

a) OOB signals;

b) character and dword alignment during the speed negotiation sequence;
c) clock skew management after the phy reset sequence; and

d) rate matching during connections.

Table 56 defines the different versions of ALIGN primitives.

Table 56 — ALIGN primitives

Primitive Description

Used for OOB signals, the speed negotiation sequence, clock skew management
ALIGN (0) .

and rate matching.

Used for the speed negotiation sequence, clock skew management and rate
ALIGN (1) matchin

g.

ALIGN (2) Used for clock skew management and rate matching.
ALIGN (3) Used for clock skew management and rate matching.

Phys shall use ALIGN(0) to construct OOB signals as described in 6.5. Phys shall use ALIGN(0) and
ALIGN(1) during the speed negotiation sequence as described in 6.6.4.2. Phys shall rotate through ALIGN
(0), ALIGN (1), ALIGN (2), and ALIGN (3) for all ALIGNs sent after the phy reset sequence for clock skew
management (see 7.3) and rate matching (see 7.13).

Phys receiving ALIGNSs after the phy reset sequence shall not verify the rotation and shall accept any of the
ALIGNs at any time.

Phys shall only detect an ALIGN after decoding all four characters in the primitive.
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NOTE 14 - SATA devices are allowed to decode every dword starting with a K28.5 as an ALIGN, since ALIGN
is the only primitive defined starting with K28.5.

For clock skew management and rate matching, ALIGNs may be replaced by NOTIFYs (see 7.2.5.9).
7.2.5.3 BREAK

BREAK is used to abort a connection request or break a connection.

See 7.12.6 and 7.12.7 for details on breaking connections.

7.2.5.4 BROADCAST
BROADCASTSs are used to notify all SAS ports in a domain of an event.

The versions of BROADCAST representing different reasons are defined in table 57.

Table 57 — BROADCAST primitives

Primitive Description

BROADCAST (CHANGE) Notification of a configuration change.

Reserved. Processed the same as BROADCAST (CHANGE)

BROADCAST (RESERVED CHANGE 0) by SAS ports (i.e, SAS initiator ports and SAS target ports).

Reserved. Processed the same as BROADCAST (CHANGE)

BROADCAST (RESERVED CHANGE 1) by SAS ports (i.e., SAS initiator ports and SAS target ports).

BROADCAST (RESERVED 0) Reserved.
BROADCAST (RESERVED 1) Reserved.
BROADCAST (RESERVED 2) Reserved.
BROADCAST (RESERVED 3) Reserved.
BROADCAST (RESERVED 4) Reserved.

When an expander port receives a BROADCAST it shall transmit the same BROADCAST on at least one phy
in all other expander ports. BROADCAST shall only be sent outside of connections after the phy reset
sequence has completed.

An expander device is not required to queue multiple identical BROADCASTSs for the same expander port. If a
second identical BROADCAST is requested before the first BROADCAST has been transmitted, the second
BROADCAST may be ignored.

BROADCAST (CHANGE) is sent by an expander device to notify SAS initiator ports and other expander
devices that a configuration change has occurred. BROADCAST (CHANGE) may also be transmitted by SAS
initiator ports. BROADCAST (CHANGE) shall be ignored by SAS target ports.

BROADCAST (RESERVED CHANGE 0) and BROADCAST (RESERVED CHANGE 1) shall be processed the
same as BROADCAST (CHANGE) by SAS ports. BROADCAST (RESERVED 0), BROADCAST (RESERVED
1), BROADCAST (RESERVED 2), BROADCAST (RESERVED 3), and BROADCAST (RESERVED 4) shall
be ignored by SAS ports.

See 7.11 for details on SAS domain changes. See 10.4.3.3 for details on counting BROADCAST (CHANGE)
generation in an expander device.

7.2.5.5 CLOSE

CLOSE is used to close a connection. This primitive may be originated by a SAS initiator port or a SAS target
port.
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The versions of CLOSE representing different reasons are defined in table 58.

Table 58 — CLOSE primitives

Primitive

Description

CLOSE (CLEAR AFFILIATION)

Close an open STP connection and clear the affiliation (see 7.17.3).

Processed the same as CLOSE (NORMAL) if:
a) the connection is not an STP connection;
b) the connection is an STP connection, but affiliations are not
implemented by the STP target port; or
c) the connection is an STP connection, but an affiliation is not
present.

CLOSE (NORMAL)

Close a connection.

CLOSE (RESERVED 0)

Reserved. Processed the same as CLOSE (NORMAL).

CLOSE (RESERVED 1)

Reserved. Processed the same as CLOSE (NORMAL).

See 7.12.8 for details on closing connections.

7.2.5.6 EOAF (End of address frame)

EOAF indicates the end of an address frame.

See 7.8 for details on address frames.

7.2.5.7 ERROR

ERROR is sent by an expander device when it is forwarding dwords from a SAS physical link or SATA
physical link to a SAS physical link and it receives an invalid dword.

See 7.15 for details on error handling by expander devices.

SAS phys may ignore ERROR or treat it as an invalid dword.

7.2.5.8 HARD_RESET

HARD_RESET is used to force a phy to generate a hard reset to its port. This primitive is only valid after the
phy reset sequence and before the identification sequence (see 4.4) and shall be ignored at other times.

7.2.5.9 NOTIFY

NOTIFY may be transmitted in place of any ALIGN being transmitted for clock skew management (see 7.3) or

rate matching (see 7.13). Substitution of a NOTIFY may or may not affect the ALIGN sequencing (i.e., the

NOTIFY may take the place of one of the ALIGNSs in the rotation through ALIGN (0), ALIGN (1), ALIGN (2), or
ALIGN (3) or it may delay the rotation). A specific NOTIFY shall not be transmitted a second time until at least
three ALIGNSs or different NOTIFYs have been transmitted.

NOTIFY shall not be forwarded through expander devices. Expander devices shall substitute an ALIGN for a

NOTIFY if necessary.
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The versions of NOTIFY representing different reasons are defined in table 59.

Table 59 — NOTIFY primitives

Primitive Description

Specify to an SAS target device that it may temporarily consume
NOTIFY (ENABLE SPINUP) additional power while transitioning into the active or idle power condition

state.
NOTIFY (RESERVED 0) Reserved.
NOTIFY (RESERVED 1) Reserved.
NOTIFY (RESERVED 2) Reserved.

NOTIFY (ENABLE SPINUP) is transmitted by a SAS initiator port or expander port and is used to specify to an
SAS target device that it may temporarily consume additional power (e.g. while spinning-up rotating media)
while transitioning into the active or idle power condition state. The length of time the SAS target device
consumes additional power and the amount of additional power is vendor specific. NOTIFY (ENABLE
SPINUP) shall interact with the device's power condition state transitions, controlled by the Power Conditions
mode page (see SPC-3) and/or the START STOP UNIT command (see SBC-2), as described in 10.2.8.

SAS initiator devices and expander devices shall use NOTIFY (ENABLE SPINUP) while attached to SAS
target devices (i.e., devices that report SSP target support in their IDENTIFY address frames). They shall
transmit one NOTIFY (ENABLE SPINUP) after power on when the enclosure is ready for initial spin-up. After
the initial NOTIFY (ENABLE SPINUP), they shall transmit NOTIFY (ENABLE SPINUP) periodically.
Otherwise, the selection of when and how often to transmit NOTIFY (ENABLE SPINUP) is outside the scope
of this standard.

NOTE 15 - The SAS initiator device or expander device uses NOTIFY (ENABLE SPINUP) to avoid exceeding
enclosure power supply capabilities during spin-up of multiple SAS target devices. It may choose to rotate
transmitting NOTIFY (ENABLE SPINUP) across all of its ports, distributing it to N ports at a time if the
enclosure power supply is capable of powering N SAS target devices spinning up at a time. An expander
device may allow this timing to be configured by a NVROM programming with enclosure-specific sequencing
patterns, or may employ more complex, dynamic interaction with the enclosure power supply.

NOTE 16 - NOTIFY (ENABLE SPINUP) should be transmitted as frequently as possible to avoid incurring
application layer timeouts.

I_T nexus loss, logical unit reset, and hard reset shall not cause a SAS target device to spin-up automatically
on receipt of NOTIFY (ENABLE SPINUP).

SAS target devices with multiple SAS target ports shall honor NOTIFY (ENABLE SPINUP) from all SAS target
ports equivalently (e.g., NOTIFY (ENABLE SPINUP) received on SAS target port A serves as a wakeup for a
START STOP UNIT command received through SAS target port B).

NOTIFY (RESERVED 0), NOTIFY (RESERVED 1), and NOTIFY (RESERVED 2) shall be ignored by all
devices.

7.2.5.10 OPEN_ACCEPT

OPEN_ACCEPT indicates the acceptance of a connection request.

See 7.12 for details on connection requests.

7.2.5.11 OPEN_REJECT

OPEN_REJECT indicates that a connection request has been rejected and indicates the reason for the
rejection. The result of some OPEN_REJECTSs is to abandon (i.e., not retry) the connection request and the
result of other OPEN_REJECTSs is to retry the connection request.
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All of the OPEN_REJECT versions defined in table 60 shall result in the originating device abandoning the

connection request.

Table 60 — OPEN_REJECT abandon primitives

Primitive Originator | Description
An expander device receives a request in which the
destination SAS address equals the source SAS address,
or a connection request arrives through an expander phy
OPEN_REJECT (BAD Expander | using the direct routing or table routing method and the
DESTINATION) phy expander device determines the connection request would
have to be routed to the same expander port as the
expander port through which the connection request
arrived.
The requested connection rate is not supported on some
physical link on the pathway between the source phy and
OPEN_REJECT destination phy. When a SAS initiator phy is directly
(CONNECTION RATE NOT Any phy | attached to a SAS target phy, the requested connection rate
SUPPORTED) is not supported by the destination phy. The connection
request may be modified and reattempted as described in
7.12.2.2.
Device with destination SAS address exists but the
destination device does not support the requested initiator/
OPEN_REJECT (PROTOCOL | Destination tgrget role, protqcol, initiator connectlorj tag, or features
NOT S_UPPORTED) h (i.e., the values in the INITIATOR PORT bit, the PROTOCOL
phy field, the INITIATOR CONNECTION TAG field, and/or the
FEATURES field in the OPEN address frame are not
supported).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRONG
ABANDON 0) DESTINATION).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRONG
ABANDON 1) DESTINATION).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRONG
ABANDON 2) DESTINATION).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (WRONG
ABANDON 3) DESTINATION).
STP target port with destination SAS address exists but the
STP target port has an affiliation with another STP initiator
OPEN_REJECT (STP Destination | port or all of the available task file registers have been
RESOURCES BUSY) phy allocated to other STP initiator ports (see 7.17.3). Process
the same as OPEN_REJECT (WRONG DESTINATION) for
non-STP connection requests.
OPEN_REJECT (WRONG | Destinaton | 2 222 0 0T X B0 e o the conection request
DESTINATION) phy P q

was delivered.
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All of the OPEN_REJECT versions defined in table 61 shall result in the originating device retrying the

connection request.

Table 61 — OPEN_REJECT retry primitives

Primitive Originator | Description
Either:

a) No such destination device;

b) a connection request arrives through an expander
phy using the subtractive routing method and the
expander device determines the connection request

OPEN_REJECT (NO Expander would have to be routed to the same expander port
DESTINATION) © phy as the expander port through which the connection
request arrived; or

c) the SAS address is valid for an STP target port in an
STP/SATA bridge, but the initial Register - Device to
Host FIS has not been successfully received (see
10.4.3.7).

OPEN_REJECT (PATHWAY Expander | An expander device determined the pathway was blocked
BLOCKED) b phy by higher priority connection requests.
OPEN_REJECT (RESERVED
CONTINUE 0) 2 Unknown | Reserved. Process the same as OPEN_REJECT (RETRY).
OPEN_REJECT (RESERVED
CONTINUE 1) 2 Unknown | Reserved. Process the same as OPEN_REJECT (RETRY).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (NO
INITIALIZE 0) © DESTINATION).
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT (NO
INITIALIZE 1) © DESTINATION).

Reserved. Process the same as OPEN_REJECT
OPEN_REJECT (RESERVED -
STOP 0) P Unknown | (PATHWAY BLOCKED)
OPEN_REJECT (RESERVED Unknown Reserved. Process the same as OPEN_REJECT
STOP 1) P (PATHWAY BLOCKED).
OPEN_REJECT (RETRY) 2 Destination | Device with destlr!atlon SAS address exists but is not able

phy to accept connections.

@ |f the |_T Nexus Loss timer (see 8.2.2) is already running, it is stopped.
If the |_T Nexus Loss timer is already running, it continues running. Stop retrying the connection request if
the I_T Nexus Loss timer expires.
¢ Ifthe I_T Nexus Loss timer is already running, it continues running; if it is not already running, it is
initialized and started. Stop retrying the connection request if the |_T Nexus Loss timer expires.

When a destination device detects more than one reason to transmit an OPEN_REJECT, the device shall
transmit only one OPEN_REJECT and shall select the primitive using the following priority:

1) OPEN_REJECT (WRONG DESTINATION) (highest priority selection);
2) OPEN_REJECT (PROTOCOL NOT SUPPORTED);

3) OPEN_REJECT (CONNECTION RATE NOT SUPPORTED);

4) OPEN_REJECT (STP RESOURCES BUSY); or

5) OPEN_REJECT (RETRY) (lowest priority selection).
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When an expander device detects more than one reason to transmit an OPEN_REJECT, the expander shall
transmit only one OPEN_REJECT primitive and shall select that primitive using the following priority:

1) OPEN_REJECT (BAD DESTINATION) or OPEN_REJECT (NO DESTINATION) (highest priority
selection);

2) OPEN_REJECT (CONNECTION RATE NOT SUPPORTED); or

3) OPEN_REJECT (STP RESOURCES BUSY) or OPEN_REJECT (PATHWAY BLOCKED) (lowest
priority selection).

See 7.12 for details on connection requests.

7.2.5.12 SOAF (Start of address frame)
SOAF indicates the start of an address frame.

See 7.8 for details on address frames.
7.2.6 Primitives used only inside SSP and SMP connections

7.2.6.1 ACK (Acknowledge)
ACK indicates the positive acknowledgement of an SSP frame.

See 7.16.3 for details on SSP frame transmission.

7.2.6.2 CREDIT_BLOCKED
CREDIT_BLOCKED indicates that no more credit is going to be sent during this connection.

See 7.16.4 for details on SSP flow control.

7.2.6.3 DONE

DONE is used to start closing an SSP connection and indicate a reason for doing so. This primitive may be
originated by an SSP initiator port or an SSP target port. DONE is not used to close an SMP or STP
connection.

The versions of DONE representing different reasons are defined in table 62. The SSP state machine
describes when these are used (see 7.16.7).

Table 62 — DONE primitives

Primitive Description

The SSP state machine (see 7.16.7) timed out waiting for an ACK
or NAK and the transmitter is going to transmit BREAK in 1 ms
unless DONE is received within 1 ms of transmitting the DONE
(ACK/NAK TIMEOUT).

DONE (RESERVED TIMEOUT 0) Reserved. Processed the same as DONE (ACK/NAK TIMEOUT).
DONE (RESERVED TIMEOUT 1) Reserved. Processed the same as DONE (ACK/NAK TIMEOUT).

DONE (ACK/NAK TIMEOUT)

DONE (NORMAL) Finished transmitting all frames.

DONE (RESERVED 0) Reserved. Processed the same as DONE (NORMAL).

DONE (RESERVED 1) Reserved. Processed the same as DONE (NORMAL).

DONE (CREDIT TIMEOUT) Timed out waiting for an RRDY or received a CREDIT BLOCKED.

See 7.16.6 for details on closing SSP connections.
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7.2.6.4 EOF (End of frame)
EOF indicates the end of an SSP or SMP frame.

See 7.16.3 for details on SSP frame transmission and 7.18.1 for details on SMP frame transmission.

7.2.6.5 NAK (Negative acknowledgement)
NAK indicates the negative acknowledgement of an SSP frame and the reason for doing so.

The versions of NAK representing different reasons are defined in table 63.

Table 63 — NAK primitives

Primitive Description

NAK (CRC ERROR) The frame had a bad CRC.

NAK (RESERVED 0) Reserved. Processed the same as NAK (CRC ERROR).
NAK (RESERVED 1) Reserved. Processed the same as NAK (CRC ERROR).
NAK (RESERVED 2) Reserved. Processed the same as NAK (CRC ERROR).

See 7.16.3 for details on SSP frame transmission.

7.2.6.6 RRDY (Receiver ready)
RRDY is used to increase SSP frame credit.

The versions of RRDY representing different reasons are defined in table 63.

Table 64 — RRDY primitives

Primitive Description

RRDY (NORMAL) Increase transmit frame credit by one.

RRDY (RESERVED 0) Reserved. Processed the same as RRDY (NORMAL).
RRDY (RESERVED 1) Reserved. Processed the same as RRDY (NORMAL).

See 7.16.4 for details on SSP flow control.

7.2.6.7 SOF (Start of frame)
SOF indicates the start of an SSP or SMP frame.

See 7.16.3 for details on SSP frame transmission and 7.18.1 for details on SMP frame transmission.
7.2.7 Primitives used only inside STP connections and on SATA physical links

7.2.7.1 SATA_ERROR

SATA_ERROR is sent by an expander device when it is forwarding dwords from a SAS physical link to a SATA
physical link and it receives an invalid dword or an ERROR. SATA_ERROR is an invalid dword.

See 6.8 for details on error handling by expander devices.
7.2.7.2 SATA_PMACK, SATA_PMNAK, SATA_PMREQ_P, and SATA_PMREQ_S (Power management
acknowledgements and requests)

SATA_PMREQ_P and SATA_PMREQ _S request entry into the interface power management partial and
slumber states. SATA_PMACK is used to accept a power management request. SATA_PMNAK is used to
reject a power management request.
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See 7.10 for rules on handling the power management primitives.

7.2.7.3 SATA_HOLD and SATA_HOLDA (Hold and hold acknowledge)
See 7.17.2 for rules on STP flow control, which uses SATA_HOLD and SATA_HOLDA.

7.2.7.4 SATA_R_RDY and SATA_X_RDY (Receiver ready and transmitter ready)

When a SATA port has a frame to transmit, it transmits SATA_X_RDY and waits for SATA_R_RDY before
transmitting the frame. Expander devices shall not transmit SATA_R_RDY or SATA_X_RDY on the SATA
physical link until the STP connection is established.

7.2.7.5 Other primitives used inside STP connections and on SATA physical links

Other primitives used in STP connections and on SATA physical links are defined in SATA.

7.3 Clock skew management

The internal clock for a device is typically based on a PLL with its own clock generator and is used when
transmitting dwords on the physical link. When receiving, however, dwords need to be latched based on a
clock derived from the input bit stream itself. Although the input clock is nominally a fixed frequency, it may
differ slightly from the internal clock frequency due to accepted manufacturing tolerance and, for SATA
physical links, due to spread spectrum clocking. Over time, if the input clock is faster than the internal clock,
the device may receive a dword and not be able to forward it to an internal buffer; this is called an overrun. If
the input clock is slower than the internal clock, the device may not have a dword when needed in an internal
buffer; this is called an underrun.

To solve this problem, transmitting devices insert ALIGNs or NOTIFYs in the dword stream. Receivers may
pass ALIGNs and NOTIFYs through to their internal buffers, or may strip them out when an overrun occurs.
Receivers add ALIGNs or NOTIFYs when an underrun occurs. The internal logic shall ignore all ALIGNs and
NOTIFYs that arrive in the internal buffers.

Elasticity buffer circuitry, as shown in figure 74, is required to absorb the slight differences in frequencies
between the SAS initiator phy, SAS target phy, and expander phys. The frequency tolerance for a phy is
specified in 5.3.2.

Dwords
from N Elasticity N . N Internal
physical buffers SHISATOREELE buffers
link
Clock derived
o Clock from
frorztf:;ﬁl bit internal PLL

Figure 74 — Elasticity buffers
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A phy that is the original source for the dword stream (i.e., a phy that is not an expander phy forwarding
dwords from another expander phy) shall periodically insert ALIGNs or NOTIFYs into the dword stream as
shown in table 65.

Table 65 — Clock skew management ALIGN or NOTIFY insertion requirements

Clock skew management ALIGN or NOTIFY

Original source of dword stream .
requirements

Either:
a) SSP initiator phy or SSP target phy in SSP
connection;
b) SMP initiator phy or SMP target phy in One ALIGN or NOTIFY within every 2 048 dwords

SMP connection;
c) STP target phy in an STP connection; or
d) any phy outside connections.

Two consecutive ALIGNs or NOTIFYs within each
STP initiator phy in an STP connection 256 dwords plus one ALIGN or NOTIFY within each
2 048 dwords

See 7.2.5.2 for details on rotating through ALIGN (0), ALIGN (1), ALIGN (2), and ALIGN (3). NOTIFYs may
also be used in place of ALIGNSs (see 7.2.5.9) on SAS physical links.

An expander device that is forwarding dwords (i.e., is not the original source) is allowed to insert or delete as
many ALIGNs or NOTIFYs as required to match the transmit and receive connection rates (e.g., it is not
required to ensure that it transmits one ALIGN or NOTIFY within every 2 048 dwords when forwarding to a
SAS physical link).

NOTE 17 - One possible implementation for expander devices forwarding dwords is for the expander device
to delete all ALIGNs and NOTIFYs received and to insert ALIGNs at the transmit port whenever its elasticity
buffer is empty.

The STP target port of an STP/SATA bridge is allowed to insert or delete as many ALIGNs or NOTIFYs as
required to match the transmit and receive connection rates (e.g., it is not required to ensure that it transmits
one ALIGN or NOTIFY within every 2 048 dwords when forwarding to a SAS physical link). The STP target
port in an STP/SATA bridge is not required to insert ALIGNs or NOTIFYs in pairs when transmitting dwords.

NOTE 18 - Due to clock skew ALIGN and NOTIFY removal, the STP target port may not receive a pair of
ALIGNSs or NOTIFYs every 256 dwords, even though the STP initiator port transmitted at least one pair.
However, the rate of the dword stream allows for ALIGN or NOTIFY insertion by the STP/SATA bridge. One
possible implementation is for the STP/SATA bridge to delete all ALIGNs and NOTIFYs received by the STP
target port and to insert two consecutive ALIGNs at the SATA host port when its elasticity buffer is empty or
when 254 non-ALIGN dwords have been transmitted.

7.4 Idle physical links

Idle dwords are vendor-specific data dwords.

Phys shall transmit idle dwords if there are no other dwords to transmit and:

a) no connection is open; or
b) an SSP or SMP connection is open.

While an STP connection is open, STP phys transmit SATA_SYNC between frames (see ATA/ATAPI-7 V3).
After transmitting two SATA_SYNCs, STP phys shall transmit SATA_CONT and start transmitting idle dwords.

NOTE 19 - SATA devices are allowed but not required to transmit SATA_CONT.

Idle dwords are scrambled (see 7.6).
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7.5 CRC

7.5.1 CRC overview
All frames include cyclic redundancy check (CRC) values to help detect transmission errors.

Frames transmitted in an STP connection shall include a CRC as defined by SATA (see ATA/ATAPI-7 V3).
Address frames, SSP frames, and SMP frames shall include a CRC as defined by this standard.

Annex C contains information on CRC generation/checker implementation.

Table 66 defines the CRC polynomials.

Table 66 — CRC polynomials

Function | Definition

A polynomial of degree k-1 that is used to represent the k bits of the frame covered by the
F(x) CRC. For the purposes of the CRC, the coefficient of the highest order term shall be the
first bit transmitted.

A degree 31 polynomial with all of the coefficients set to one:
L(x) L) =x3T +x30 +x20 +  +x2+xl+1
(i.e., L(x) = FFFFFFFFh)

The standard generator polynomial:
G(X) G(X) = x32 + x26 + x23 4 %221 }16 4 512 1 511 4 410 4 38 4 37 435 4 xd 4 x2 4 x + 1
(i.e., G(x) = 1_04C11DB7h)

R(x) The remainder polynomial, which is of degree less than 32.

P(x) The remainder polynomial on the receive checking side, which is of degree less than 32.

Q(x) The greatest multiple of G(x) in (x32 x F(x)) + (xK x L(x))
Q) | x*?xQ()

M(x) The sequence that is transmitted.

M’(x) The sequence that is received.

A unique polynomial remainder produced by the receiver upon reception of an error free
sequence. This polynomial has the value:

2
C00 = 3 x L
Cx) (x)
Cx) = X3+ x30 4+ %26 4 %25 4 524 4 418 4 (15 4 (14 4 (12 4 (11 4510 4 3B 4 36 4 x5 4 x4 4+ %3
+x+1

(i.e., C(x) = C704DD7Bh)

7.5.2 CRC generation
The equations that are used to generate the CRC from F(x) are as follows. All arithmetic is modulo 2.

CRC value in frame = L(x) + R(x) = one’s complement of R(x)

NOTE 20 - Adding L(x) (all ones) to R(x) produces the one’s complement of R(x); this equation is specifying
that the R(x) is inverted before it is transmitted.

The CRC is calculated by the following equation:

32 K
X xFX)+ (X x LX) _ R(X)
G(X) QI+ G
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The following equation specifies that the CRC is appended to the end of F(x):
M(X) = x32 x F(x) + CRC

The bit order of F(x) presented to the CRC function is the same order as the bit transmission order (i.e., the
bits within each byte encoded into a data dword are transposed to match the implicit transposition in the
8b10b encoding process). This order is shown in figure 75.

31 SSP/SMP data dword

0
First Second Third Fourth
byte byte byte byte
31 24 23 16 15 8 7 0
il Bit
} Transpose
First Second Third Fourth
byte byte byte byte
24 31 16 23 8 15 0 7
31 0
CRC generator
24 31 16 23 8 15 0 7
First Second Third Fourth
byte byte byte byte
Bit
Transpose
31 24 23 16 15 8 7 0
First Second Third Fourth
byte byte byte byte

IR

SSP/SMP CRC output

Figure 75 — CRC generator bit order
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Dwords in STP frames are little-endian and feed into the STP CRC generator without swapping bits within
each byte and inverting the output like the SAS CRC generator. Figure 76 shows the STP CRC bit ordering.

31 STP data dword 0
- >
(e.g., FIS Type)
Fourth Third Second First
byte byte byte byte
31 ¢ 24 23 ¢ 16 15 l 8 7 l 0
31 CRC generator 0

31 24

Fourth
byte

'

23 16

Third
byte

'

:

Second
byte

'

15

:

First
byte

'

31

STP CRC output

o

Figure 76 — STP CRC bit ordering

Since STP is little-endian, the first byte of a dword is in bits 7:0 rather than 31:24 as in SSP and SMP. Thus,
the first byte contains the least-significant bit. In SSP and SMP, the first byte contains the most-significant bit.

See 7.7 for details on how the CRC generator fits into the dword flow along with the scrambler.

7.5.3 CRC checking

The received sequence M’(x) may differ from the transmitted sequence M(X) if there are transmission errors.
The process of checking the sequence for validity involves dividing the received sequence by G(x) and testing
the remainder. Direct division, however, does not yield a unique remainder because of the possibility of
leading zeros. Thus a term L(x) is prepended to M’(x) before it is divided. Mathematically, the received
checking is shown by the following equation:

K
32 M'(x) +(X_xL(X)) _ ~ P(x)
: G() "G00

In the absence of errors, the unique remainder is the remainder of the division as shown by the following
equation:

POO _ 32 LX) _
G X X6 - “™W

The bit order of F(x) presented to the CRC checking function is the same order as the CRC generation bit
order (see figure 75). See 7.7 for details on where the CRC checker fits into the dword flow along with the
descrambler.

7.6 Scrambling

Scrambling is used to reduce the probability of long strings of repeated patterns appearing on the physical
link.
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All data dwords are scrambled. Table 67 lists the scrambling for different types of data dwords.

Table 67 — Scrambling for different data dword types

Connection Data dword I .
state type Description of scrambling
_ SAS idle dword When a connection is not open and there are no other dwords to
Outside transmit, vendor-specific scrambled data dwords shall be transmitted.
connections

Address frame | After an SOAF, all data dwords shall be scrambled until the EOAF.

SSP frame After an SOF, all data dwords shall be scrambled until the EOF.
Inside SSP

connection SSP idle dword

When there are no other dwords to transmit, vendor-specific
scrambled data dwords shall be transmitted.

SMP frame After an SOF, all data dwords shall be scrambled until the EOF.

Inside SMP

connection SMP idle dword When there are no other dwords to transmit, vendor-specific

scrambled data dwords shall be transmitted.

After a SATA_SOF, all data dwords shall be scrambled until the

STP frame
Inside STP SATA_EOF.
connection | Repeated SATA | After a SATA_CONT, vendor-specific scrambled data dwords shall be
primitive sent until a primitive other than ALIGN or NOTIFY is transmitted.

Data dwords being transmitted shall be XORed with a defined pattern to produce a scrambled value encoded
and transmitted on the physical link. Received data dwords shall be XORed with the same pattern after
decoding to produce the original data dword value, provided there are no transmission errors.

The pattern that is XORed with the data dwords is defined by the output of a linear feedback shift register
implemented with the following polynomial:

G(x) = x16 + x15 + x18 + x4 + 1.

The output of the pattern generator is 16 bits wide. For each data dword the output of the generator is applied
to the lower 16 bits (i.e., bits 15 through 0) of the 32-bit data dword being transmitted or received; the next
output of the generator is applied to the upper 16 bits (i.e., bits 31 through 16).

NOTE 21 - Scrambling is not based on data feedback, so the sequence of values XORed with the data being
transmitted is constant.

The value of the linear feedback shift register shall be initialized at each SOF and SOAF to FFFFh at each
SOF, SOAF.

For detailed requirements about scrambling of data dwords following SATA_SOF and SOF_CONT, see ATA/
ATAPI-7 V3.

NOTE 22 - STP scrambling uses two linear feedback shift registers, since repeated SATA primitives may
occur inside STP frames and they have independent scrambling patterns.

Annex E contains information on scrambling implementations.

166 Working Draft Serial Attached SCSI (SAS)



18 April 2003 T10/1562-D Revision 3g

7.7 Bit order of CRC and scrambler

Figure 77 shows how data dwords and primitives are routed to the bit transmission logic in figure 55. Data
dwords go through the CRC generator and scrambler.

Data dword Eourth SAS Fourth
i Dxx. (Dxx.y)
ogman - P pe ) prmiie
SSP frame, ’ Third Third
or (Dxxy) byte (Dxxy) byte
SMP frame) —
Second d
(Dxx.y) bvie (Oxx.Y) ' pvte
First
(Dxx.y) % (Kxy) ( pvie
Yy Vv _
Bit . ! Bit Bit Primitive Bit
31 Data dword 0 31 0
Bit
Transpose
Bit CRC Bit
31 generator 0
Bit
U0 Frame data
CRC dword dword
Bit —— Bit
31 + 0
Bit Bit
3|1 Scrambler OI

'y

Z mux

Bit Bit
31 0

Z Dword

SSP/SMP dword to transmit + data/primitive indicator (Z)

Figure 77 — Transmit path bit ordering
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Figure 78 shows the routing of dwords received from the bit reception logic in figure 56.
Dword received
Data dword Primitive
Bit Descrambler Bit
31 | 0
B+' Bit + Bit Bit Y Bit
it i —
Data dword Primitive
transpose 31 0 31 0
Bit CRC Bit
31 generator 0 e
Bit Fourth our (Dxx.y)
transpose byte J (BXx.Y) byte
Third Third
i ooy Y vy
Dword
- Second Second
compare * (Dxx.y) (Dxx.y)
‘
Dxx. Kxx.y)(e.g., K28.5
R (Dxx.y) ) (ecy)(e.g., K28.5)
indicator

168

Data dword

SAS primitive

Figure 78 — Receive path bit ordering
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31

Figure 79 shows the STP transmit path bit ordering.

Fourth (Dxx.y) STP
( b;;e ) data dword

Thll’: (Dxx.y)

b
econd

Dxx.

Chye ) @

First (Dxx.y)

Bit CRC Bit
31| generator 0

byte /(e g. FIs
Y Type)
X Bit
Data dword 0
Frame
CRC dword data dword
Bit — Bit
31 * 0
Bit Scrambler %it

31
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Fourth SATA
(Dxx.y)
byte primitive
Third
byte (Dxx.y)
econ
(Kxx.y)
(e.g., K28.3)
Y :
Bit Primitive Bit
31 0

—

Y

Bit

mux

Y (4th : 3rd : 2nd : 1st)
Byte Bit
0

31 transpose

'

(1st: 2nd: 3rd : 4th)

—» Z

Dword

STP dword to transmit+data/primitive indicator (2)

Figure 79 — STP transmit path bit ordering
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Figure 80 shows the STP receive path bit ordering.

STP dword received
* (1st: 2nd : 3rd : 4th)

Byte
transpose
Data dword * (4th : 3rd : 2nd : 1st)
+ Primitive
Bit Bit (ie.,
31 Descrambler 0 Kxx.y in
# first byte)
Bit Bit
31 CRC ginerator 0
Dword
compare \J Bi )\ J 8
Bit Bit it R it
i 31 Data dword 0 31 Primitive 0
CRC error Fourth Fourth
indicator (Dxx.y) (Dxx.y)
(Dxx.y) (Dxx.y)
Seconda Secono
(Dxx.y) (DXX-Y)

First First
(e.g., FIS Type)(Dxx.y) bvte (e.g., K28.3) (Kxx.y)

STP data dword SATA pnmmve
Figure 80 — STP receive path bit ordering

7.8 Address frames

7.8.1 Address frames overview

Address frames are used for the identification sequence and for connection requests. The address frame
follows an SOAF and ends with an EOAF. Address frames shall only be sent outside connections. Address
frames shall not be terminated early. All data dwords in an address frame shall be scrambled.
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Table 68 defines the address frame format.

Table 68 — Address frame format

Byte\Bit

7 6 5 4 3 2 1 0

0

ADDRESS FRAME TYPE

1

27

Frame type dependent bytes

28

(MSB)

31

CRC
(LSB)

The ADDRESS FRAME TYPE field indicates the type of address frame and is defined in table 69. This field
determines the definition of the frame type dependent bytes.

Table 69 — Address frame types

Code Frame type | Description
Oh Identify Identification sequence
1h Open Connection request
All others Reserved

The crc field contains a CRC value (see 7.5) that is computed over the entire address frame prior to the CRC

field.

Address frames with unknown address frame types, incorrect lengths, or CRC errors shall be ignored by the

recipient.
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7.8.2 IDENTIFY address frame

Table 70 defines the IDENTIFY address frame format used for the identification sequence. The IDENTIFY
address frame is sent after the phy reset sequence completes if the physical link is a SAS physical link.

Table 70 — IDENTIFY address frame format

Byte\Bit 7 6 5 4 3 2 1 0
Restricted
0 (for OPEN DEVICE TYPE ADDRESS FRAME TYPE (0h)
address
frame)
1 Restricted (for OPEN address frame)
ssp sTp . Restricted
(for OPEN
2 Reserved INITIATOR | INITIATOR | INITIATOR
address
PORT PORT PORT
frame)
ssp sTp . Restricted
(for OPEN
3 Reserved TARGET TARGET TARGET
address
PORT PORT PORT
frame)
4
Restricted (for OPEN address frame)
11
12
SAS ADDRESS
19
20 PHY IDENTIFIER
21
Reserved
27
28 (MSB)
CRC —_—
31 (LSB)

The DEVICE TYPE field indicates the type of device containing the phy, and is defined in table 71.

Table 71 — Device types

Code Description

001b End device

010b Edge expander device

011b Fanout expander device
All others Reserved

The ADDRESS FRAME TYPE field shall be set to Oh.
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An SSP INITIATOR PORT bit of one indicates the presence of an SSP initiator port. An SSP INITIATOR PORT bit of
zero indicates an SSP initiator port is not present. Expander devices shall set the SSP INITIATOR PORT bit to
zero.

An STP INITIATOR PORT bit of one indicates the presence of an STP initiator port. An STP INITIATOR PORT bit of
zero indicates an STP initiator port is not present. Expander devices shall set the STP INITIATOR PORT bit to
zero.

An SMP INITIATOR PORT bit of one indicates the presence of an SMP initiator port. An SMP INITIATOR PORT bit of
zero indicates an SMP initiator port is not present. Expander devices may set the SMP INITIATOR PORT bit to
one.

An SSP TARGET PORT bit of one indicates the presence of an SSP target port. An SSP TARGET PORT bit of zero
indicates an SSP target port is not present. Expander devices shall set the SSP TARGET PORT bit to zero.

An STP TARGET PORT hit of one indicates the presence of an STP target port. An STP TARGET PORT bit of zero
indicates an STP target port is not present. Expander devices shall set the STP TARGET PORT bit to zero.

An SMP TARGET PORT bit of one indicates the presence of an SMP target port. An SMP TARGET PORT bit of zero
indicates an SMP target port is not present. Expander devices shall set the SMP TARGET PORT bit to one.

For SAS ports, the sas ADDRESS field indicates the port identifier of the SAS port transmitting the IDENTIFY
address frame. For expander ports, the sAS ADDRESS field indicates the device name of the expander device
transmitting the IDENTIFY address frame.

The PHY IDENTIFIER field indicates the phy identifier of the phy transmitting the IDENTIFY address frame.

A wide port shall set the DEVICE TYPE field, SSP INITIATOR PORT bit, STP INITIATOR PORT bit, SMP INITIATOR PORT
bit, SSP TARGET PORT bit, STP TARGET PORT bit, and SMP TARGET PORT bit to the same set of values on each phy
in the wide port. Recipient ports need not check the consistency of these fields across phys.

The crc field is defined in 7.8.1.
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7.8.3 OPEN address frame

Table 72 defines the OPEN address frame format used for connection requests.

18 April 2003

Table 72 — OPEN address frame format

Byte\Bit 7 6 5 4 3 2 1 0
0 INITIATOR PROTOCOL ADDRESS FRAME TYPE (1h)
PORT

1 FEATURES CONNECTION RATE
2 (MSB)

INITIATOR CONNECTION TAG
3 (LSB)
4

DESTINATION SAS ADDRESS
11
12

SOURCE SAS ADDRESS
19
20 COMPATIBLE FEATURES
21 PATHWAY BLOCKED COUNT
22 (MSB)
ARBITRATION WAIT TIME

23 (LSB)
24

MORE COMPATIBLE FEATURES
27
28 (MSB)
31 (LSB)

An INITIATOR PORT bit set to one indicates the source port is acting as a SAS initiator port. An INITIATOR PORT
bit set to zero indicates the source port is acting as a SAS target port. If a SAS target/initiator port sets the
INITIATOR PORT bit to one, it shall operate only in its initiator role during the connection. If a target/initiator port
sets the INITIATOR PORT bit to zero, it shall operate only in its target role during the connection.

If a SAS target/initiator port accepts an OPEN address frame with the INITIATOR PORT bit set to one, it shall
operate only in its target role during the connection. If a SAS target/initiator port accepts an OPEN address
frame with the INITIATOR PORT bit set to zero, it shall operate only in its initiator role during the connection.
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The proTOCOL field indicates the protocol for the connection being requested and is defined in table 73.

Table 73 — Protocol

Code Description
000b SMP
001b SSP
010b STP
All others Reserved

The ADDRESS FRAME TYPE field shall be set to 1h.
The FEATURES field shall be set to zero.

The cONNECTION RATE field indicates the connection rate (see 4.1.10) being requested between the source
and destination, and is defined in table 74.

Table 74 — Connection rate

Code Description
8h 1,5 Gbps
9h 3,0 Gbps

All others Reserved

When requesting a connection to a SAS target port, a SAS initiator port shall set the CONNECTION RATE field to
a value supported by at least one potential pathway.

When requesting an SSP connection to an SSP initiator port, an SSP target port shall set the CONNECTION
RATE field to the connection rate in effect when the command was received unless it has received an
OPEN_REJECT (CONNECTION RATE NOT SUPPORTED). See 7.12.2.2 for details on handling
OPEN_REJECT (CONNECTION RATE NOT SUPPORTED).

The SAS target port should send frames in a connection to the SAS initiator port regardless of whether the
saved connection rate for that command matches the current connection rate; the SAS target port should not
close the connection just to reopen the connection at the saved connection rate.

When requesting an STP connection to an STP initiator port, an STP target port shall set the CONNECTION
RATE field to the last value received in a connection request from the STP initiator port unless the STP target
port has received an OPEN_REJECT (CONNECTION RATE NOT SUPPORTED).

The INITIATOR CONNECTION TAG field is used for SSP and STP connection requests to provide a SAS initiator
port an alternative to using the SAS target port's SAS address for context lookup when the SAS target port
originates a connection request. SSP or STP initiator ports shall set the INITIATOR CONNECTION TAG field to
FFFFh if they do not require the field be provided by the SAS target port. If they do require the field to be
provided, an SSP or STP initiator port should set the INITIATOR CONNECTION TAG field to a unique value per
SAS target port. When requesting a connection to a SAS initiator port, a SAS target port shall set the INITIATOR
CONNECTION TAG field to the value received in connection requests from the SAS initiator port. A SAS initiator
port shall use the same INITIATOR CONNECTION TAG field value for all connection requests to the same SAS
target port, and shall only change the INITIATOR CONNECTION TAG field value when it has no commands
outstanding to that SAS target port. SAS target ports are not required to check consistency of the INITIATOR
CONNECTION TAG field in different connection requests from the same SAS initiator port. SMP initiator ports
shall set the INITIATOR CONNECTION TAG field to FFFFh for SMP connection requests.

The DESTINATION SAS ADDRESS field indicates the port identifier of the SAS port to which a connection is being
requested.
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The SOURCE SAS ADDRESS field indicates the port identifier of the SAS port that originated the OPEN address
frame.

The COMPATIBLE FEATURES field shall be set to zero. The destination device shall ignore the COMPATIBLE
FEATURES field.

The PATHWAY BLOCKED COUNT field indicates the number of times the port has retried this connection request
due to receiving OPEN_REJECT (PATHWAY BLOCKED). The port shall not increment the PATHWAY BLOCKED
COUNT value past FFh. If the port changes connection requests, it shall use a PATHWAY BLOCKED COUNT of 00h.

The ARBITRATION WAIT TIME field indicate how long the port transmitting the OPEN address frame has been
waiting for a connection request to be accepted. This time is maintained by the port layer in an Arbitration Wait
Time timer (see 8.2.2). For values from 0000h to 7FFFh, the Arbitration Wait Time timer increments in one
microsecond steps. For values from 8000h to FFFFh, the Arbitration Wait Time timer increments in one
millisecond steps. The maximum value represents 32 767 ms + 32 768 us. Table 75 describes several values
of the ARBITRATION WAIT TIME field. See 7.12.3 for details on arbitration fairness.

Table 75 — Arbitration wait time

Code Description
0000h 0 us
0001h 1lus

7FFFh | 32767 s
8000h | O ms + 32 768 us
8001h | 1 ms+ 32 768 us

FFFFh 32767 ms + 32 768 us

The MORE COMPATIBLE FEATURES field shall be set to zero. The destination device shall ignore the MORE
COMPATIBLE FEATURES field.

The cRrc field is defined in 7.8.1.
7.9 ldentification and hard reset sequence

7.9.1 Identification and hard reset sequence overview

After the phy reset sequence has been completed indicating the physical link is using SAS rather than SATA,
each phy transmits either:

a) an IDENTIFY address frame (see 7.8.2); or
b) a HARD_RESET.

Each phy receives an IDENTIFY address frame or a HARD _RESET from the phy to which it is attached. The
combination of a phy reset sequence, an optional hard reset sequence, and an identification sequence is
called a link reset sequence (see 4.4.1).

If a device supports more than one phy, it shall transmit the same SAS address on all phys for which it is
capable of sharing within a port.

If a device detects the same SAS address incoming on different phys, it shall consider those phys part of the
same wide port.

If a device detects different SAS addresses incoming on different physical links, it shall consider those
physical links as independent physical links and consider those phys part of different ports.
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If a device does not receive a valid IDENTIFY address frame within 1 ms of phy reset sequence completion, it
shall restart the phy reset sequence.

If a device receives an additional IDENTIFY address frame after receiving the first one, without an intervening
phy reset sequence, it shall ignore the additional IDENTIFY address frame.

If a phy receives a HARD_RESET, it shall be considered a reset event and cause a hard reset (see 4.4.2) of
the port containing that phy.

7.9.2 SAS initiator device rules

After a link reset sequence, or after receiving a BROADCAST (CHANGE), a management application client
behind an SMP initiator port should perform a discover process (see 4.6.7.4).

When a discover process is performed after a link reset sequence, the management application client
discovers all the devices in the SAS domain. When a discover process is performed after a BROADCAST
(CHANGE), the management application client determines which devices have been added to or removed
from the SAS domain.

The discover information may be used to select connection rates for connection requests.

7.9.3 Fanout expander device rules

After completing the identification sequence on a phy and completing internal initialization, the ECM within a
fanout expander device shall be capable of routing connection requests through that phy. The expander
device may return OPEN_REJECT (NO DESTINATION) until it is ready for connection requests.

After a link reset sequence, or after receiving a BROADCAST (CHANGE), the management application client
behind an SMP initiator port in a fanout expander device that does not have a configurable expander route
table shall follow the SAS initiator device rules (see 7.9.2) to perform a discover process.

The ECM of a fanout expander device that has a configurable expander route table is dependent on the
completion of the discover process (see 4.6.7.4) for routing connection requests using the table routing
method.

7.9.4 Edge expander device rules

After completing the identification sequence on a phy and completing internal initialization, the ECM within an
edge expander device shall be capable of routing connection requests through that phy. The expander device
may return OPEN_REJECT (NO DESTINATION) until it is ready for connection requests.

The ECM of an edge expander device that has a configurable expander route table is dependent on the
completion of the discover process (see 4.6.7.4) for routing connection requests using the table routing
method.

7.9.5 SL_IR (link layer identification and hard reset) state machines

7.9.5.1 SL_IR state machines overview

The SL_IR (link layer identification and hard reset) state machines control the flow of dwords on the physical
link that are associated with the identification and hard reset sequences. The state machines are as follows:

a) SL_IR_TIR (transmit IDENTIFY or HARD_RESET) state machine (see 7.9.5.3);
b) SL_IR_RIF (receive IDENTIFY address frame) state machine (see 7.9.5.4); and
c) SL_IR_IRC (identification and hard reset control) state machine (see 7.9.5.5).

The SL_IR state machines send the following messages to the SL state machines (see 7.14) in SAS devices
or the XL (see 7.15) state machine in expander devices:

a) Enable Disable SAS Link (Enable); and
b) Enable Disable SAS Link (Disable).
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The SL_IR state machines shall maintain the timers listed in table 76.
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Table 76 — SL_IR timers

Timer

Initial value

Receive ldentify Timeout timer

1ms
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Figure 81 shows the SL_IR state machines.
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Figure 81 — SL_IR (link layer identification and hard reset) state machines
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7.9.5.2 SL_IR transmitter and receiver

The SL_IR transmitter receives the following messages from the SL_IR state machines indicating primitive
sequences, frames, and dwords to transmit:

a) Transmit IDENTIFY Address Frame;
b) Transmit HARD_RESET; and
c) Transmit Idle Dword.

The SL_IR transmitter sends the following messages to the SL_IR state machines:

a) HARD_RESET Transmitted; and
b) IDENTIFY Address Frame Transmitted.

The SL_IR receiver sends the following messages to the SL_IR state machines indicating primitive
sequences and dwords received:

a) SOAF Received;

b) Data Dword Received;

c) EOAF Received; and

d) HARD_RESET Received.

The SL_IR receiver shall ignore all other dwords.
7.9.5.3 SL_IR_TIR (transmit IDENTIFY or HARD_RESET) state machine

7.9.5.3.1 SL_IR_TIR state machine overview

The SL_IR_TIR state machine’s function is to transmit a single IDENTIFY address frame or HARD_RESET
after the phy layer enables the link layer. This state machine consists of the following states:

a) SL_IR_TIR1:Idle (see 7.9.5.3.2)(initial state);

b) SL_IR_TIR2:Transmit_ldentify (see 7.9.5.3.3);

c¢) SL_IR_TIR3:Transmit_Hard_Reset (see 7.9.5.3.4); and
d) SL_IR_TIR4:Completed (see 7.9.5.3.5).

This state machine shall start in the SL_IR_TIR1:ldle state. This state machine shall transition to the
SL_IR_TIR1:Idle state from any other state after receiving a Phy Layer Not Ready confirmation.

7.9.5.3.2 SL_IR_TIR1:Idle state

7.9.5.3.2.1 State description
This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SL_IR transmitter.
7.9.5.3.2.2 Transition SL_IR_TIR1:ldle to SL_IR_TIR2:Transmit_Identify
This transition shall occur after both:
a) a Phy Layer Ready (SAS) confirmation is received; and
b) a Tx IDENTIFY Address Frame request is received.
7.9.5.3.2.3 Transition SL_IR_TIR1:ldle to SL_IR_TIR3:Transmit_Hard_Reset
This transition shall occur after both:

a) a Phy Layer Ready (SAS) confirmation is received; and
b) a Tx HARD_RESET request is received.
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7.9.5.3.3 SL_IR_TIR2:Transmit_Identify state

7.9.5.3.3.1 State description

Upon entry into this state, this state shall send a Transmit IDENTIFY Address Frame message to the SL_IR
transmitter.

After this state receives an IDENTIFY Address Frame Transmitted message, this state shall send an Identify
Transmitted message to the SL_IR_IRC state machine.
7.9.5.3.3.2 Transition SL_IR_TIR2: Transmit_Identify to SL_IR_TIR4:Completed

This transition shall occur after sending an Identify Transmitted message to the SL_IR_IRC state machine.
7.9.5.3.4 SL_IR_TIR3:Transmit_Hard_Reset state

7.9.5.3.4.1 State description

Upon entry into this state, this state shall send a Transmit HARD _RESET message to the SL_IR transmitter.
After this state receives a HARD_RESET Transmitted message, this state shall send a HARD_RESET
Transmitted confirmation to the management application layer.

7.9.5.3.4.2 Transition SL_IR_TIR3:Transmit_Hard_Reset to SL_IR_TIR4:Completed

This transition shall occur after sending a HARD_RESET Transmitted confirmation to the management
application layer.

7.9.5.3.5 SL_IR_TIR4:Completed state

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SL_IR transmitter.

7.9.5.4 SL_IR_RIF (receive IDENTIFY address frame) state machine

7.9.5.4.1 SL_IR_RIF state machine overview

The SL_IR_RIF state machine receives an IDENTIFY address frame and checks the IDENTIFY address
frame to determine if the frame should be accepted or discarded by the link layer.

This state machine consists of the following states:

a) SL_IR_RIF1:ldle (see 7.9.5.4.2)(initial state);
b) SL_IR_RIF2:Receive_ldentify_Frame (see 7.9.5.4.3); and
c) SL_IR_RIF3:Completed (see 7.9.5.4.4).

This state machine shall start in the SL_IR_RIF1:ldle state. This state machine shall transition to the
SL_IR_RIF1:ldle state from any other state after receiving a Phy Layer Not Ready confirmation.

7.9.5.4.2 SL_IR_RIF1:ldle state

7.9.5.4.2.1 State description

This state waits for an SOAF to be received from the physical link, indicating an address frame is arriving.

7.9.5.4.2.2 Transition SL_IR_RIF1:ldle to SL_IR_RIF2:Receive_ldentify_Frame
This transition shall occur after both:

a) a Start SL_IR Receiver confirmation is received; and
b) an SOAF Received message is received.
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7.9.5.4.3 SL_IR_RIF2:Receive_ldentify_Frame state

7.9.5.4.3.1 State description
This state receives the dwords of an address frame and the EOAF.
This state shall ignore all primitives (e.g., BREAK and HARD_RESET) except SOAF.

If this state receives an SOAF, then this state shall discard the address frame and send an Address Frame
Failed confirmation to the management application layer to indicate that an invalid IDENTIFY address frame
was received.

If this state receives more than eight data dwords after an SOAF and before an EOAF, then this state shall
discard the address frame and send an Address Frame Failed confirmation to the management application
layer to indicate that an invalid IDENTIFY address frame was received.

After receiving an EOAF, this state shall check if it the IDENTIFY address frame is valid.

This state shall accept an IDENTIFY address frame and send an Identify Received message to the
SL_IR_IRC state machine if:

a) the ADDRESS FRAME TYPE field is set to Identify;
b) the number of bytes between the SOAF and EOAF is 32; and
c) the crc field contains a valid CRC.

Otherwise, this state shall discard the IDENTIFY address frame and send an Address Frame Failed
confirmation to the management application layer to indicate that an invalid IDENTIFY address frame was
received.

7.9.5.4.3.2 Transition SL_IR_RIF2:Receive_Ildentify_Frame to SL_IR_RIF3:Completed

This transition shall occur after sending an Identify Received message or Address Frame Failed confirmation.

7.9.5.4.4 SL_IR_RIF3:Completed state

This state waits for a Phy Layer Not Ready confirmation.
7.9.5.5 SL_IR_IRC (identification and hard reset control) state machine

7.9.5.5.1 SL_IR_IRC state machine overview

The SL_IR_IRC state machine ensures that IDENTIFY address frames have been both received and
transmitted before enabling the rest of the link layer, and notifies the link layer if a HARD_RESET is received
before an IDENTIFY address frame has been received.

This state machine consists of the following states:

a) SL_IR_IRC1:Idle (see 7.9.5.5.2)(initial state);
b) SL_IR_IRC2:Wait (see 7.9.5.5.3); and
c) SL_IR_IRC3:Completed (see 7.9.5.5.4).

This state machine shall start in the SL_IR_IRC1.:Idle state. This state machine shall transition to the
SL_IR_IRC1:ldle state from any other state after receiving a Phy Layer Not Ready confirmation.

7.9.5.5.2 SL_IR_IRC1:Idle state

7.9.5.5.2.1 State description
This state waits for the link layer to be enabled. Upon entry into this state, this state shall:

a) send an Enable Disable SAS Link (Disable) message to SL_CC state machines (see 7.14) or XL state
machine (see 7.15) halting any link layer activity; and

b) send a Phy Disabled confirmation to the port layer and the management application layer indicating
that the phy is not ready for use.
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7.9.5.5.2.2 Transition SL_IR_IRC1:Idle to SL_IR_IRC2:Wait

This transition shall occur when a Start SL_IR Receiver confirmation is received.
7.9.5.5.3 SL_IR_IRC2:Wait state

7.9.5.5.3.1 State description

This state ensures that an IDENTIFY address frame has been received by the SL_IR_RIF state machine and
that a IDENTIFY address frame has been transmitted by the SL_IR_TIR state machine before enabling the
rest of the link layer. The IDENTIFY address frames may be transmitted and received on the physical link in
any order.

After this state receives an ldentify Transmitted message, it shall send a Stop SNTT request to the phy layer
and initialize and start the Receive Identify Timeout timer. If an Identify Received message is received before
the Receive Identify Timeout timer expires, this state shall:

a) send an ldentification Sequence Complete confirmation to the management application layer, with
arguments carrying the contents of the incoming IDENTIFY address frame;

b) send an Enable Disable SAS Link (Enable) message to the SL state machines (see 7.14) in a SAS
phy or the XL state machine (see 7.15) in an expander phy indicating that the rest of the link layer may
start operation; and

c) send a Phy Enabled confirmation to the port layer and the management application layer indicating
that the phy is ready for use.

If the Receive Identify Timeout timer expires before an Identify Received message is received, this state shall
send an Identify Timeout confirmation to the management application layer to indicate that an identify timeout
occurred.

If this state receives a HARD_RESET before an Identify Received message is received, this state shall send a
HARD_RESET Received confirmation to the port layer and a Stop SNTT request to the phy layer.

If this state receives a HARD_RESET after an Identify Received message is received, the HARD_RESET
shall be ignored.

7.9.5.5.3.2 Transition SL_IR_IRC2:Wait to SL_IR_IRC3:Completed

This transition shall occur after sending a HARD_RESET Received confirmation, Identify Timeout
confirmation, or an Identification Sequence Complete and an Phy Enabled confirmation.

7.9.5.5.4 SL_IR_IRC3:Completed state

This state waits for a Phy Layer Not Ready confirmation.

7.10 Power management
SATA interface power management is not supported in SAS.

STP initiator ports shall not generate SATA_PMREQ_P, SATA_PMREQ_S, or SATA_PMACK. If an STP
initiator port receives SATA_PMREQ_P or SATA_PMREQ_S, it shall reply with SATA_PMNAK.

If an expander device receives SATA_PMREQ_P or SATA_PMREQ_S from a SATA device while an STP
connection is not open, it shall not forward it to any STP initiator port and shall reply with a SATA_PMNAK. If
one of these primitives arrives while an STP connection is open, it may forward the primitive to the STP
initiator port.

SCSl idle and standby power conditions, implemented with the START STOP UNIT command (see SBC-2)
and the Power Condition mode page (see SPC-3), may be supported by SSP initiator ports and SSP target
ports as described in 10.2.8.

ATA idle and standby power modes, implemented with the IDLE, IDLE IMMEDIATE, STANDBY, STANDBY
IMMEDIATE, and CHECK POWER MODE commands (see ATA/ATAPI-7 V1), may be supported by STP
initiator ports. The ATA sleep power mode, implemented with the SLEEP command, shall not be used.
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7.11 SAS domain changes

After power on or receiving BROADCAST (CHANGE), an application client in each SAS initiator port should
scan the SAS domain using the discover process (see 4.6.7.4) to search for SAS initiator devices, SAS target
devices, and expander devices.

The expander device shall transmit BROADCAST (CHANGE) from at least one phy in each expander port
other than the expander port that is the cause for transmitting BROADCAST (CHANGE).

Expander devices shall transmit BROADCAST (CHANGE) for the following reasons:

a) after an expander phy has lost dword synchronization;
b) after the link reset sequence completes; and
c) after the expander device receives BROADCAST (CHANGE).

BROADCAST (CHANGE) may be sent by SAS initiator ports to force other SAS initiator ports and expander
ports to re-run the discover process, but should not be sent by SAS target ports.

A SAS initiator port that detects BROADCAST (CHANGE) shall follow the SAS initiator device rules (see
7.9.2) to discover the topology.

A fanout expander device that detects BROADCAST (CHANGE) shall follow the fanout device rules (see
7.9.3) to discover the topology.

An edge expander device that detects BROADCAST (CHANGE) shall follow the edge device rules (see
7.9.4).

See 10.4.3.3 for details on counting BROADCAST (CHANGE) generation in an expander device.
7.12 Connections

7.12.1 Connections overview

A connection is opened between a SAS initiator port and a SAS target port before communication begins. A
connection is established between one SAS initiator phy in the SAS initiator port and one SAS target phy in
the SAS target port.

SSP initiator ports open SSP connections to transmit SCSI commands, task management functions, or
transfer data. SSP target ports open SSP connections to transfer data or transmit status.

SMP initiator ports open SMP connections to transmit SMP requests and receive SMP responses.

STP initiator ports and STP target ports open STP connections to transmit SATA frames. An STP target portin
an expander device opens STP connections on behalf of SATA devices.

The OPEN address frame is used to request that a connection be opened. AlIP, OPEN_ACCEPT and
OPEN_REJECT are the responses to an OPEN address frame. BREAK is used to abort connection requests
and to unilaterally break a connection. CLOSE is used for orderly closing a connection.

Connections use a single pathway from the SAS initiator phy to the SAS target phy. While a connection is
open, only one pathway shall be used for that connection.

For STP connections, connections may be between the STP initiator port and an STP target port in an
expander device attached to a SATA device. The SATA device is not aware of SAS connection management.

A wide port may have separate connections on each of its phys.
7.12.2 Opening a connection

7.12.2.1 Connection request

The OPEN address frame (see 7.8.3) is used to open a connection from a source port to a destination port
using one source phy and one destination phy.
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To make a connection request, the source port shall transmit an OPEN address frame through an available
phy. The source phy shall transmit idle dwords after the OPEN address frame until it receives a response or
abort the connection request with BREAK.

After transmitting an OPEN address frame, the source phy shall initialize and start a 1 ms Open Timeout timer.
Whenever an AIP is received, the source phy shall reinitialize and restart the Open Timeout timer. Source
phys are not required to enforce a limit on the number of AIPs received before aborting the connection
request. When any connection response is received, the source phy shall reinitialize the Open Timeout timer.
If the Open Timeout timer expires before a connection response is received, the source phy may assume the
destination port does not exist and shall transmit BREAK to abort the connection request.

The OPEN address frame flows through expander devices onto intermediate physical links. If an expander
device on the pathway is unable to forward the connect request because none of the prospective physical
links support the requested connection rate, the expander device shall return OPEN_REJECT
(CONNECTION RATE NOT SUPPORTED). If the OPEN address frame reaches the destination, it shall return
either OPEN_ACCEPT or OPEN_REJECT. Rate matching shall be used on any physical links in the pathway
with negotiated physical link rates that are faster than the requested connection rate (see 7.13).

7.12.2.2 Connection responses

Table 77 lists the responses to an OPEN address frame being transmitted.

Table 77 — Connection responses

Response Description

Arbitration in progress. When an expander device is trying to open a
connection to the selected destination port, it returns an AIP to the source phy.
AIP The source phy shall reinitialize and restart its Open Timeout timer when it
receives an AlIP. AIP is sent by an expander device while it is internally
arbitrating for access to an expander port.

OPEN_ACCEPT Connection request accepted. This is sent by the destination phy.

Connection request rejected. This is sent in response by the destination phy or

OPEN_REJECT by an expander device. The different versions are described in 7.2.5.11.

If AIP has been previously detected, this indicates an overriding connection
request.

OPEN address If AIP has not yet been detected, this indicates two connection requests

frame crossing on the physical link. Arbitration fairness determines which one wins
(see 7.12.3).
BREAK The destination port or expander port may reply with BREAK indicating the

connection is not being established.

Open Timeout timer | The source phy shall abort the connection request by transmitting BREAK (see
expires 7.12.6).

After an OPEN_REJECT (CONNECTION RATE NOT SUPPORTED) has been received by a SAS target port,
the SAS target device shall set the connection rate for future requests for that I_T_L_Q nexus to:

a) the last value received in a connection request from the SAS initiator port;
b) 1,5 Gbps; or
c) the connection rate in effect when the command was received.

7.12.3 Arbitration fairness

SAS supports least-recently used arbitration fairness.

Each SAS port and expander port shall include an Arbitration Wait Time timer which counts the time from
when the port makes a connection request until its request is granted. The Arbitration Wait Time timer shall
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count in microseconds from 0 ps to 32 767 ps and in milliseconds from 32 768 us to 32 767 ms + 32 768 ps.
The Arbitration Wait Time timer shall stop incrementing when its value reaches 32 767 ms + 32 768 pus.

SAS ports (i.e., SAS initiator ports and SAS target ports) shall start the Arbitration Wait Time timer (see 8.2.2)
when they transmit the first OPEN address frame (see 7.8.3) for the connection request. When the SAS port
retransmits the OPEN address frame (e.g., after losing arbitration and handling an inbound OPEN address
frame), it shall set the ARBITRATION WAIT TIME field to the current value of the Arbitration Wait Time timer.

SAS ports should set the Arbitration Wait Time timer to zero when they transmit the first OPEN address frame
for the connection request. A SAS initiator port or SAS target port may be unfair by setting the ARBITRATION
WAIT TIME field in the OPEN address frame (see 7.8.3) to a higher value than its Arbitration Wait Time timer
indicates. However, unfair SAS ports shall not set the ARBITRATION WAIT TIME field to a value greater than or
equal to 8000h; this limits the amount of unfairness and helps prevent livelocks.

The expander port that receives an OPEN address frame shall set the Arbitration Wait Time timer to the value
of the incoming ARBITRATION WAIT TIME field and start the Arbitration Wait Time timer as it arbitrates for internal
access to the outgoing expander port. When the expander device transmits the OPEN address frame out
another expander port, it shall set the outgoing ARBITRATION WAIT TIME field to the current value of the
Arbitration Wait Time timer maintained by the incoming expander port.

A port shall stop the Arbitration Wait Time timer and set it to zero when it wins arbitration (i.e., it receives either
OPEN_ACCEPT or OPEN_REJECT from the destination SAS port rather than from an intermediate expander
device). A port shall stop the Arbitration Wait Time timer when it loses arbitration to a connection request that
satisfies its arbitration request (i.e., it receives an OPEN address frame from the destination SAS port with the
INITIATOR PORT bit set to the opposite value and a matching PrRoTOCOL field).

When arbitrating for access to an outgoing expander port, the expander device shall select the connection
request from the expander port with the largest Arbitration Wait Time timer value. If the largest Arbitration Wait
timer values are identical, then the connection request with the largest SOURCE SAS ADDRESS shall win
arbitration.

If two connection requests pass on a physical link, the winner shall be determined by comparing OPEN
address frame field contents using the arbitration priority described in table 78.

Table 78 — Arbitration priority for OPENs passing on a physical link

Bits 79-64 (79 is MSB) Bits 63-0 (0 is LSB)

ARBITRATION WAIT TIME SOURCE SAS ADDRESS
field value field value

See 7.8.3 for details on the OPEN address frame and the ARBITRATION WAIT TIME field.
7.12.4 Arbitration and resource management in an expander device

7.12.4.1 Arbitration overview

The ECM shall arbitrate and assign or deny path resources for connection attempts requested by each
expander phy in response to receiving valid OPEN address frames.

Arbitration includes adherence to the SAS arbitration fairness algorithm and path recovery. Path recovery is
used to avoid potential deadlock scenarios within the SAS topology by deterministically choosing which partial
pathway(s) to tear down to allow at least one connection to complete.

The ECM responds to connection requests by returning arbitration won, lost, and reject confirmations to the
requesting expander phy.

Each path request contains the Arbitration Wait Time and the Source SAS Address arguments from the
received OPEN address frame.
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If two or more path requests contend, the winner shall be selected by comparing the OPEN address frame
contents using the arbitration priority described in table 79.

Table 79 — Arbitration priority for contending path requests in the ECM

Bits 83-68 (83 is MSB) Bits 67-5 Bits 3-0 (O is LSB)
ARBITRATION WAIT TIME SOURCE SAS ADDRESS CONNECTION RATE field
field value field value value

The ECM shall generate the arbitration reject confirmation when any of the following conditions are met:

a) the connection request does not map to a valid expander phy;

b) the connection request specifies an unsupported connection rate; or

c) the connection request specifies a destination port that contains at least one partial pathway and
pathway recovery rules require this connection request to release path resources.

The ECM shall generate the arbitration lost confirmation when all of the following conditions are met:

a) the connection request maps to an available expander phy at a supported connection rate; and

b) the destination expander phy of this connection request has received a higher priority OPEN address
frame with this expander phy as its destination (i.e., when two expander phys both receive an OPEN
address frame destined for each other, the ECM shall provide arbitration lost confirmation to the
expander phy that received the lowest priority OPEN address frame).

The ECM shall generate the arbitration won confirmation when all of the following conditions are met:

a) the connection request maps to an available expander phy at a supported connection rate; and
b) no higher priority connection requests are present with this expander phy as the destination.

7.12.4.2 Arbitration status

Arbitration status shall be conveyed between expander devices and by expander devices to SAS endpoints
using AIP primitives. This status is used to monitor the progress of connection attempts and to facilitate
pathway recovery as part of deadlock avoidance.

The arbitration status of an expander phy is set to the last type of AIP received.

7.12.4.3 Partial Pathway Timeout timer

Each expander phy shall maintain a Partial Pathway Timeout timer. This timer is used to identify potential
deadlock conditions and to request resolution by the ECM. An expander phy shall initialize the Partial
Pathway Timeout timer to the partial pathway timeout value reported in the SMP DISCOVER function (see
10.4.3.5) and run the Partial Pathway Timeout timer whenever the ECM provides confirmation to an expander
phy that all expander phys within the requested destination port are blocked waiting on partial pathways.

NOTE 23 - The partial pathway timeout value allows flexibility in specifying how long an expander device
waits before attempting pathway recovery. The recommended default value was chosen to cover a wide
range of topologies. Selecting small partial pathway timeout value values within a large topology may
compromise performance because of the time a device waits after receiving OPEN_REJECT (PATHWAY
BLOCKED) before it retries the connection request. Similarly, selecting large partial pathway timeout value
values within a small topology may compromise performance due to waiting longer than necessary to detect
pathway blockage.

When the Partial Pathway Timeout timer is not running, an expander phy shall initialize and start the Partial
Pathway Timeout timer when all of the following conditions are met:

a) there are no unallocated expander phys within a requested destination port available to complete the
connection; and
b) at least one expander phy within the requested destination port contains a blocked partial pathway.

When one of the conditions above are not met, the expander phy shall stop the Partial Pathway Timeout timer.
If the timer expires, pathway recovery shall occur (see 7.12.4.4).
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7.12.4.4 Pathway recovery

Pathway recovery provides a means to abort connection requests in order to prevent deadlock using pathway
recovery priority comparisons. Pathway recovery priority compares the OPEN address frames of the blocked
connection requests as described in table 80.

Table 80 — Pathway recovery priority

Bits 75-68 (75 is MSB) Bits 67-5 Bits 3-0 (0 is LSB)

PATHWAY BLOCKED COUNT SOURCE SAS ADDRESS CONNECTION RATE field
field value field value value

When the Partial Pathway Timeout timer for an arbitrating expander phy expires (i.e., reaches a value of
zero), the ECM shall determine whether to continue the connection request or to abort the connection request.

The ECM shall instruct the arbitrating expander phy to reject the connection request by transmitting
OPEN_REJECT (PATHWAY_BLOCKED) when the Partial Pathway Timeout timer expires and the pathway
recovery priority of the arbitrating expander phy (i.e., the expander phy requesting the connection) is less than
the pathway recovery priority of all expander phys within the destination port with an arbitration status of
WAITING_ON_PARTIAL.

7.12.5 Expander devices and connection requests

7.12.5.1 All expander devices

Before an expander device transmits AIP, it may have transmitted an OPEN address frame on the same
physical link. Arbitration fairness dictates which OPEN address frame wins (see 7.12.3).

After an expander device transmits an AlP, it shall not transmit an OPEN address frame unless it has higher
arbitration priority than the incoming connection request.

Expander devices shall transmit no more than three consecutive AIPs without transmitting an idle dword.
Expander devices shall transmit at least one AIP every 128 dwords.

Expander devices shall transmit an AIP within 128 dwords of receiving an OPEN address frame.

7.12.5.2 Edge expander devices

When an edge expander device receives a connection request, it shall compare the destination SAS address
to the SAS addresses of the devices to which each of its phys is attached. For all phys which have table
routing attributes (see 4.6.7.1) and are attached to edge expander devices, it shall compare the destination
SAS address to all the enabled routed SAS addresses in the expander route table.

If it finds a match in one or more phys, then the expander device shall arbitrate for access to one of the
matching phys and forward the connection request.

If it does not find a match, but at least one phy has the subtractive routing attribute and is attached to an
expander device (either an edge expander device or a fanout expander device), and the request did not come
from that expander device, the connection request shall be forwarded to the expander device through any of
the subtractive routing phys.

If it does not find a match and no subtractive routing phy is available, the edge expander device shall reply
with OPEN_REJECT (NO DESTINATION).

If the destination phy is in the same expander port as the source phy and the source phys are using the
subtractive routing method, the edge expander device shall reply with OPEN_REJECT (NO DESTINATION).
If the source phys are not using subtractive routing, the edge expander device shall reply with
OPEN_REJECT (BAD DESTINATION).

7.12.5.3 Fanout expander devices

When a fanout expander device receives a connection request, it shall compare the destination SAS address
to the SAS addresses of the devices to which each of its phys is attached. For all phys that are attached to
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edge expander devices, the fanout expander device shall compare the destination SAS addresses to all the
enabled SAS addresses in the expander route table.

If the fanout expander device finds a match in one or more phys, it shall arbitrate for access to one of the
matching phys and forward the connection request.

If the fanout expander device does not find a match, it shall reply with OPEN_REJECT (NO DESTINATION). If
the destination phy is in the same expander port as the source phy, it shall reply with OPEN_REJECT (BAD
DESTINATION).

7.12.6 Aborting a connection request

BREAK may be used to abort a connection request. The source phy shall transmit a BREAK after the Open
Timeout timer expires or if it chooses to abort its request for any other reason.

After transmitting BREAK, the source phy shall initialize a Break Timeout timer to 1 ms and start the Break
Timeout timer. If the Break Timeout timer expires before a break response is received, the source phy may
assume the physical link is unusable.

Table 81 lists the responses to a BREAK being transmitted before a connection response has been received.

Table 81 — Abort connection responses

Response Description

BREAK This confirms that the connection request has been aborted.

Break Timeout timer

expires The originating phy shall assume the connection request has been aborted.

When a phy sourcing a BREAK is attached to an expander device, the BREAK response to the source phy is
generated by the expander phy to which the source phy is attached, not the other SAS phy in the connection.
If the expander device has transmitted a connection request to the destination, it shall also transmit BREAK to
the destination. If the expander device has not transmitted a connection request to the destination, it shall not
transmit BREAK to the destination. After transmitting BREAK back to the originating phy, the expander device
shall ensure that an open response does not occur (i.e., the expander device shall not forward dwords from
the destination any more). Figure 82 shows an example of BREAK usage.
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Case 1: OPEN address frame has not propogated through the expander device:

OPEN
address .
frame ................ » Idle . .
Source phy Expander device DGSSE;I'[IOH
) idle h idle
Case 1 result: BREAK only on Source device physical link
BREAK _
idle N
Source phy Expander device esp'ﬂ;‘ ion
BREAK ‘il

Case 2: OPEN address frame has propogated through the expander device:

OPEN OPEN
address address
frame frame
Source phy Expander device 4 Desgrr]l;ltlon
) idle h idle

Case 2 result: BREAK on Source device's physical link, then on destination
device's physical link
BREAK BREAK

[y

Source phy ) Expander device 'Bestmaﬂon

< < phy
BREAK BREAK

Figure 82 — BREAK usage

| Figure 83 shows the sequence for a connection request where the Open Timeout timer expires.
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transmitter receiver
Open address frame

Reset Open Timeout \
timer

AIP

Reset Open Timeout / AlP
timer._.

Reset Open Timeout /

timer
Receive 1 ms of
idle dwords
without AIP -
Open Timeout
timer expires

Transmit BREAK
rimitive sequence

Receive BREAK
primitive sequence

Transmit BREAK

Receive BREAK | g primitive sequence
primitive sequence

Ytime Y time
Figure 83 — Connection request timeout example

7.12.7 Breaking a connection

A BREAK may also be used to break a connection, in cases where CLOSE is not available. After transmitting
BREAK, the originating phy shall ignore all incoming dwords except for BREAKS.

Table 82 lists the responses to a BREAK being transmitted after a connection has been established.

Table 82 — Break connection responses

Response Description

BREAK This confirms that the connection has been broken.

Break Timeout timer | The originating phy shall assume the connection has been broken. The
expires originating phy may perform a link reset sequence.

In addition to a BREAK, a connection is considered broken due to loss of dword synchronization (see 6.8).

In addition to the actions described in this subclause and in 7.12.6, the following shall be the responses by an
SSP phy to a broken connection:

a) Received frames having no CRC error may be considered valid regardless of whether an ACK has
been transmitted in response to the frame prior to the broken connection;

b) Transmitted frames for which an ACK has been received prior to a broken connection shall be
considered successfully transmitted; and

c) Transmitted frames for which an ACK or NAK has not been received prior to a broken connection
shall be considered not successfully transmitted.

7.12.8 Closing a connection

CLOSE is used to close a connection of any protocol. See 7.16.6 for details on closing SSP connections,
7.17.5 for details on closing STP connections, and 7.18.3 for details on closing SMP connections.
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No additional dwords for the connection shall follow the CLOSE. Expander devices shall close the full-duplex
connection upon detecting a CLOSE in each direction.

When a phy has both transmitted and received CLOSE, it shall consider the connection closed.

Figure 84 shows example sequences for closing a connection.

Example 1: CLOSEs sent one at a time
transmitter receiver

— CLOSE primitive
<4 sequence

CLOSE primitive
sequence

time time

Example 2: CLOSEs sent simultaneously

transmitter receiver
CLOSE primitive CLOSE primitive
sequence sequence
time time

Figure 84 — Closing a connection example

7.13 Rate matching
Each successful connection request contains the connection rate (see 4.1.10) of the pathway.

Every phy in the physical link shall insert ALIGNs or NOTIFYs between dwords to match the connection rate.
Phys receiving ALIGNs and NOTIFYs delete them regardless of whether the ALIGNs and NOTIFYs were
inserted for clock skew management (see 7.3) or for rate matching.

The faster phy shall rotate between ALIGN (0), ALIGN (1), ALIGN (2), and ALIGN (3) to reduce long strings of
repeated patterns appearing on the physical link. NOTIFYs may be used to replace ALIGNs (see 7.2.5.9).
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Figure 85 shows an example of rate matching between a 3,0 Gbps source phy and a 3,0 Gbps destination
phy, with an intermediate 1,5 Gbps physical link in between.

Physical link A Physical link B Physical link C
3,0 Gbps 1,5 Gbps 3,0 Gbps
negotiated physical negotiated physical negotiated physical
link rate link rate link rate
End Expander device Expander device End
device device
Phy | 4, | Phy Phy | 4, | Phy Phy | g, | Phy
(inserts (removes (inserts (removes
ALIGNSs) ALIGNSs) ALIGNSs) ALIGNSs)
1,5 Gbps 1,5 Gbps 1,5 Gbps
connection connection connection
rate rate rate

Sample dwords on physical links (from left to right) during a 1,5 Gbps connection:
Time

PEXE'X"’" [ALIGNIdwordO ALIGNIdword 1 ALIGNIdword ZIALIGNIdword] -

\J

Physical
link B dword dword 0 dword 1 dword 2
PEXE'?’" [dword IALIGNI dword IALIGNjidword OIALIGNijord 1IAL|GN] o

Figure 85 — Rate matching example

A phy shall start inserting ALIGNs and NOTIFYs for rate matching at the selected connection rate with the first
dword following:

a) transmitting the EOAF for an OPEN address frame; and
b) transmitting an OPEN_ACCEPT.

The source phy transmits idle dwords including ALIGNs and NOTIFYs at the selected connection rate while
waiting for the connection response. This enables each expander device to start forwarding dwords from the
source phy to the destination phy after forwarding an OPEN_ACCEPT.

A phy shall stop inserting ALIGNs and NOTIFYs for rate matching after:

a) transmitting the first dword in a CLOSE;

b) transmitting the first dword in a BREAK;

c) receiving an OPEN_REJECT for a connection request; and
d) losing arbitration to a received OPEN address frame.
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If an STP initiator port discovers a SATA device behind an STP/SATA bridge with a physical link rate greater

than the maximum connection rate supported by the pathway from the STP initiator port, the STP initiator port
should use the SMP PHY CONTROL function (see 10.4.3.10) to set the MAXIMUM PHYSICAL LINK RATE field of

the expander phy attached to the SATA device to the maximum connection rate supported by the pathway.

7.14 SL (link layer for SAS phys) state machines

7.14.1 SL state machines overview

The SL (link layer for SAS phys) state machines controls connections, handling both connection requests
(OPEN address frames), CLOSEs, and BREAKSs. The SL state machines are as follows:

a) SL_RA (receive OPEN address frame) state machine (see 7.14.3); and
b) SL_CC (connection control) state machine (see 7.14.4).

All the SL state machines shall begin after receiving an Enable Disable SAS Link (Enable) message from the
SL_IR state machines.

If a state machine consists of multiple states the initial state is as indicated in the state machine description in
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Figure 86 shows the SL state machines.
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Figure 86 — SL (link layer for SAS phys) state machines (part 1)

Working Draft Serial Attached SCSI (SAS) 195



T10/1562-D Revision 3g

18 April 2003

Figure 87 shows the messages sent to the SL transmitter and received from the SL receiver.

SL (link layer for SAS phys) state machines (part 2)
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Figure 87 — SL (link layer for SAS phys) state machines (part 2)

7.14.2 SL transmitter and receiver

The SL transmitter receives the following messages from the SL state machines:

a) Transmit Idle Dword;
b) Transmit SOAF/Data Dwords/EOAF;
c) Transmit OPEN_ACCEPT,
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d) Transmit OPEN_REJECT with an argument indicating the specific type (e.g., Transmit
OPEN_REJECT (Retry));

e) Transmit BREAK;

f) Transmit BROADCAST; and

g) Transmit CLOSE with an argument indicating the specific type (e.g., Transmit CLOSE (Normal)).

The SL transmitter sends the following messages from the SL state machines:
a) SOAF/Data Dwords/EOAF Transmitted;
The SL receiver sends the following messages to the SL state machines:

a) SOAF Received;

b) Data Dword Received;

c) EOAF Received;

d) BROADCAST Received with an argument indicating the specific type (e.g., BROADCAST Received
(Change));

e) BREAK Received;

f) OPEN_ACCEPT Received;

g) OPEN_REJECT Received with an argument indicating the specific type (e.g., OPEN_REJECT
Received (No Destination));

h) AIP Received; and

i) CLOSE Received with an argument indicating the specific type (e.g., CLOSE Received (Normal)).

When the SL transmitter is requested to transmit a dword from any state within any of the SL state machines,
it shall transmit that dword. If there are multiple requests to transmit, the following priority should be followed
when selecting the dword to transmit:

1) BREAK;

2) CLOSE;

3) OPEN_ACCEPT or OPEN_REJECT;
4) SOAF or data dword or EOAF; then
5) idle dword.

7.14.3 SL_RA (receive OPEN address frame) state machine

The SL_RA state machine’s function is to receive address frames and determine if the received address
frame is an OPEN address frame and whether or not it was received successfully. This state machine consists
of one state.

This state machine receives SOAFs, dwords of an OPEN address frames, and EOAFs.
This state machine shall ignore all primitives except SOAF and EOAF.

If this state machine receives a subsequent SOAF after receiving an SOAF but before receiving an EOAF,
then this state machine shall discard the data dwords received before the subsequent SOAF.

If this state machine receives more than eight data dwords after an SOAF and before an EOAF, then this state
machine shall discard the address frame.

After receiving an EOAF, this state machine shall check if the address frame is valid OPEN address frame.
This state machine shall accept an address frame a valid OPEN address frame if:

a) the ADDRESS FRAME TYPE field is set to Open;
b) the number of data dwords between the SOAF and EOAF is 8; and
c) the CRC field contains a valid CRC.

Otherwise, this state machine shall discard the address frame. If the frame is not discarded then this state
machine shall send a OPEN Received message to the SL_CCO:ldle state and the SL_CC1:ArbSel state with
an argument that contains all the data dwords received in the OPEN address frame.
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7.14.4 SL_CC (connection control) state machine

7.14.4.1 SL_CC state machine overview
The state machine consists of the following states:

a) SL_CCO:ldle (see 7.14.4.2)(initial state);
b) SL_CC1l:ArbSel (see 7.14.4.3);

c) SL_CC2:Selected (see 7.14.4.4);

d) SL_CC3:Connected (see 7.14.4.5);

e) SL_CC4:DisconnectWait (see 7.14.4.6);
f) SL_CCb:BreakWait (see 7.14.4.7); and
g) SL_CC6:Break (see 7.14.4.8).

The state machine shall start in the SL_CCQO:ldle state. The state machine shall transition to the SL_CCO:ldle
state from any other state after receiving an Enable Disable SAS Link (Disable) message from the SL_IR state
machines (see 7.9.5).

The SL_CC state machine receives the following messages from the SSP link layer state machine (see
7.16.7), the STP link layer state machine, and SMP link layer state machine (see 7.18.4):

a) Request Break; and
b) Request Close.

The SL_CC state machine sends the following messages to the SSP link layer state machine, the STP link
layer state machine, and SMP link layer state machine:

a) Enable Disable SSP;
b) Enable Disable STP; and
c) Enable Disable SMP.

The SL_CC state machine receives the following messages from the SL_IR state machines (see 7.9.5):

a) Enable Disable SAS Link (Enable); and
b) Enable Disable SAS Link (Disable).

Unless otherwise stated within the state description, all running disparity errors, illegal characters, and
unexpected primitives (i.e., any primitive not described in the description of the SL_CC state) received within
any SL state shall be ignored and idle dwords shall be transmitted.

Any detection of an internal error shall cause the SL_CC state machine to transition to the SL_CC5:BreakWait
state.

The SL_CC state machine shall maintain the timers listed in table 83.

Table 83 — SL_CC timers

Timer Initial value
Open Timeout timer 1ms
Close Timeout timer 1ms
Break Timeout timer 1ms

7.14.4.2 SL_CCQO:Idle state

7.14.4.2.1 State description
This state is the initial state and is the state that is used when there is no connection pending or established.

Upon entry into this state, this state shall send Enable Disable SSP (Disable), Enable Disable SMP (Disable),
and Enable Disable STP (Disable) messages to the SSP, SMP, and STP link layer state machines.
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This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SL transmitter (see 7.4).

If a BROADCAST Received (Change) message is received, this state shall send a Change Received
confirmation to the management layer.

If a Transmit Broadcast request is received with any argument, this state shall send a Transmit BROADCAST
message with the same argument to the SL transmitter.

7.14.4.2.2 Transition SL_CCO:Idle to SL_CC1:ArbSel

This transition shall occur after receiving both an Enable Disable SAS Link (Enable) confirmation and an Open
Connection request. The Open Connection request includes these arguments:

a) source SAS address;

b) destination SAS address;
c) protocol;

d) arbitration wait time;

€) connection rate;

f) initiator port bit; and

g) initiator connection tag.

7.14.4.2.3 Transition SL_CCO:Idle to SL_CC2:Selected
This transition shall occur after receiving both an Enable Disable SAS Link (Enable) confirmation and an
OPEN Address Frame Received message.

7.14.4.3 SL_CC1:ArbSel state

7.14.4.3.1 State description
This state is used to make a connection request.
This state shall:

1) request an OPEN address frame be transmitted by sending a Transmit SOAF/Data Dwords/EOAF
message to the SL transmitter with the dwords containing the OPEN address frame with its fields set
to the arguments received with the Open Connection request;

2) initialize and start the Open Timeout timer; and

3) request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to the SL
transmitter.

This state shall ignore incoming OPEN_REJECTs or OPEN_ACCEPTs from the time a Transmit SOAF/Data
Dwords/EOAF message is sent to the SL transmitter until an SOAF/Data Dwords/EOAF Transmitted message
is received from the SL transmitter.

If a BROADCAST Received (Change) message is received this state shall send a Change Received
confirmation to the management layer.

If an AIP Received message is received after requesting the OPEN address frame be transmitted, this state
shall reinitialize and restart the Open Timeout timer. The state machine shall not enforce a limit on the number
of AIPs received.

If this state receives an OPEN_REJECT Received (No Destination) message after transmitting the OPEN
address frame, this state shall send an Open Failed (No Destination) confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Bad Destination) message after transmitting the OPEN
address frame, this state shall send an Open Failed (Bad Destination) confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Wrong Destination) message after transmitting the OPEN
address frame, this state shall send an Open Failed (Wrong Destination) confirmation to the port layer.
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If this state receives an OPEN_REJECT Received (Connection Rate Not Supported) message after
transmitting the OPEN address frame, this state shall send an Open Failed (Connection Rate Not Supported)
confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Protocol Not Supported) message after transmitting the
OPEN address frame, this state shall send an Open Failed (Protocol Not Supported) confirmation to the port
layer.

If this state receives an OPEN_REJECT Received (Retry) message after transmitting the OPEN address
frame, this state shall send an Open Failed (Retry) confirmation to the port layer.

If this state receives an OPEN_REJECT Received (Pathway Blocked) message after transmitting the OPEN
address frame, this state shall send an Open Failed (Pathway Blocked) confirmation to the port layer.

7.14.4.3.2 Transition SL_CC1:ArbSel to SL_CCO:ldle

This transition shall occur after sending an Open Failed confirmation.

7.14.4.3.3 Transition SL_CC1:ArbSel to SL_CC2:Selected
This transition shall occur after transmitting the OPEN address frame if:

a) one or more AIP Received messages have been received before an OPEN Address Frame Received
message is received (i.e., the incoming OPEN address frame overrides the outgoing OPEN address
frame); or

b) no AIP Received messages have been received before an OPEN Address Frame Received message
is received, and the arbitration fairness rules (see 7.12.3) indicate the received OPEN address frame
overrides the outgoing OPEN address frame.

The arbitration fairness comparison shall use the value of the arbitration wait time argument to the Open
Connection request for the outgoing OPEN address frame and the value of the ARBITRATION WAIT TIME field
received in the incoming OPEN address frame.

7.14.4.3.4 Transition SL_CC1:ArbSel to SL_CC3:Connected

This transition shall occur this state receives an OPEN_ACCEPT Received message after transmitting the
OPEN address frame.

If the PROTOCOL field in the transmitted OPEN address frame was set to STP, then this state shall send a
Connection Opened (STP, Source Opened) confirmation to the port layer before the transition. This transition
shall include an Open STP Connection argument. At this point an STP connection has been opened between
the source phy and the destination phy.

If the PrROTOCOL field in the transmitted OPEN address frame was set to SSP, then this state shall send a
Connection Opened (SSP, Source Opened) confirmation to the port layer before the transition. This transition
shall include an Open SSP Connection argument. At this point an SSP connection has been opened between
the source phy and the destination phy.

If the PROTOCOL field in the transmitted OPEN address frame was set to SMP, then this state shall send a
Connection Opened (SMP, Source Opened) confirmation to the port layer before the transition. This transition
shall include an Open SMP Connection argument. At this point an SMP connection has been opened between
the source phy and the destination phy.

7.14.4.3.5 Transition SL_CC1:ArbSel to SL_CC5:BreakWait

This transition shall occur if a BREAK Received message has not been received and after:

a) a Stop Arb request is received and after sending an Open Failed (Port Layer Request) confirmation to
the port layer; or

b) there is no response to the OPEN address frame before the Open Timeout timer expires and after
sending an Open Failed (Open Timeout Occurred) confirmation to the port layer.
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7.14.4.3.6 Transition SL_CC1:ArbSel to SL_CC6:Break
This transition shall occur after:

a) receiving a BREAK Received message; and
b) sending an Open Failed (Break Received) confirmation to the port layer.

7.14.4.4 SL_CC2:Selected state

7.14.4.4.1 State description

This state completes the establishment of an SSP, SMP, or STP connection when an incoming connection
request has won arbitration by sending a Transmit OPEN_ACCEPT message, or rejects opening a connection
by sending a Transmit OPEN_REJECT message to the SL transmitter.

This state shall respond to an incoming OPEN address frame using the following rules:

1) If the OPEN address frame DESTINATION SAS ADDRESS field does not match the SAS address of this
port, this state shall send a Transmit OPEN_REJECT (Wrong Destination) message to the SL trans-
mitter;

2) If the OPEN address frame INITIATOR PORT bit, PROTOCOL field, FEATURES field, and/or INITIATOR
CONNECTION TAG field are set to values that are not supported (e.g., a connection request from an
SMP target port), this state shall send a Transmit OPEN_REJECT (Protocol Not Supported) message
the SL transmitter;

3) If the OPEN address frame CONNECTION RATE field is set to a connection rate that is not supported,
this state shall send a Transmit OPEN_REJECT (Connection Rate Not Supported) message the SL
transmitter;

4) If the OPEN address frame pPrRoTOCOL field is set to STP, the source SAS address is not that of the
STP initiator port with an affiliation established or the source SAS address is not that of an STP
initiator port with task file register set resources (see 7.17.3), this state shall send a Transmit
OPEN_REJECT (STP Resources Busy) message the SL transmitter;

5) If an Accept_Reject Opens (Reject SSP) request, Accept_Reject Opens (Reject SMP) request, or
Accept_Reject Opens (Reject STP) request is received and the requested protocol is the corre-
sponding protocol, this state shall send a Transmit OPEN_REJECT (Retry) message to the SL trans-
mitter;

6) If the requested protocol is SSP and this state has not received an Accept_Reject Opens (Reject
SSP) request then this state shall send a Transmit OPEN_ACCEPT message to the SL transmitter
and send a Connection Opened (SSP, Destination Opened) confirmation to the port layer;

7) If the requested protocol is SMP and this state has not received an Accept_Reject Opens (Reject
SMP) request then this state shall send a Transmit OPEN_ACCEPT message to the SL transmitter
and send a Connection Opened (SMP, Destination Opened) confirmation to the port layer; or

8) If the requested protocol is STP and this state has not received an Accept_Reject Opens (Reject
STP) request then this state shall send a Transmit OPEN_ACCEPT message to the SL transmitter
and send a Connection Opened (STP, Destination Opened) confirmation to the port layer.

7.14.4.4.2 Transition SL_CC2:Selected to SL_CCQO:ldle

This transition shall occur after this state sends a Transmit OPEN_REJECT message to the SL transmitter.

7.14.4.4.3 Transition SL_CC2:Selected to SL_CC3:Connected
This transition shall occur after sending a Connection Opened confirmation.

This transition shall include an Open SSP Connection, Open STP Connection, or Open SMP Connection
argument based on the requested protocol.

7.14.4.4.4 Transition SL_CC2:Selected to SL_CC6:Break

This transition shall occur after a BREAK Received message is received.
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7.14.4.5 SL_CC3:Connected state

7.14.4.5.1 State description

This state enables the SSP, STP, or SMP link layer state machine to transmit dwords during a connection. See
7.13 for details on rate matching during the connection.

If this state is entered from SL_CC1:ArbSel state or the SL_CC2:Selected state with an argument of Open
SMP Connection then this state shall send an Enable Disable SMP (Enable) message to the SMP link layer
state machines (see 7.18.4).

If this state is entered from SL_CC1:ArbSel state or the SL_CC2:Selected state with an argument of Open
SSP Connection then this state shall send an Enable Disable SSP (Enable) message to the SSP link layer
state machines (see 7.16.7).

If this state is entered from SL_CC1:ArbSel state or the SL_CC2:Selected state with an argument of Open
STP Connection then this state shall send an Enable Disable STP (Enable) message to the STP link layer
state machines (see 7.17.7).

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SL transmitter until the SSP, SMP, or STP link layer state machine starts transmitting.

A CLOSE Received message may be received at any time while in this state, but shall be ignored during SSP
and SMP connections. If a CLOSE Received (Clear Affiliation) is received during an STP connection, this
state shall clear any affiliation (see 7.17.3).

7.14.4.5.2 Transition SL_CC3:Connected to SL_CC4:DisconnectWait

This transition shall occur if a Request Close message is received.

7.14.4.5.3 Transition SL_CC3:Connected to SL_CC5:BreakWait

This transition shall occur if a Request Break message is received and a BREAK Received message has not
been received.

7.14.4.5.4 Transition SL_CC3:Connected to SL_CC6:Break

This transition shall occur if a BREAK Received message is received and after sending a Connection Closed
(Break Received) confirmation to the port layer.

7.14.4.5.5 Transition SL_CC3:Connected to SL_CC7:CloseSTP

This transition shall occur if a CLOSE Received message is received during an STP connection.
7.14.4.6 SL_CC4:DisconnectWait state

7.14.4.6.1 State description
This state closes the connection and releases all resources associated with the connection.
This state shall:

1) send a Transmit CLOSE (Normal) message or Transmit CLOSE (Clear Affiliation) message to the SL
transmitter; and
2) initialize and start the Close Timeout timer.

A CLOSE Received message may be received at any time while in this state. If a CLOSE Received (Clear
Affiliation) is received during an STP connection, this state shall clear any affiliation (see 7.17.3).
7.14.4.6.2 Transition SL_CC4:DisconnectWait to SL_CCQO:ldle

This transition shall occur after:

a) sending a Transmit CLOSE message to the SL transmitter;
b) receiving a CLOSE Received message; and
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c) sending a Connection Closed (Normal) confirmation to the port layer.

7.14.4.6.3 Transition SL_CC4:DisconnectWait to SL_CC5:BreakWait
This transition shall occur if:

a) a BREAK Received message has not been received;
b) no CLOSE Received message is received in response to a Transmit CLOSE message before the
Close Timeout timer expires; and
c) after sending a Connection Closed (Close Timeout) confirmation to the port layer.
7.14.4.6.4 Transition SL_CC4:DisconnectWait to SL_CC6:Break
This transition shall occur after receiving a BREAK Received message and after sending a Connection Closed
(Break Received) confirmation to the port layer.
7.14.4.7 SL_CC5:BreakWait state

7.14.4.7.1 State description

This state closes the connection if one is established and releases all resources associated with the
connection.

This state shall:
1) send a Transmit BREAK message to the SL transmitter; and
2) initialize and start the Break Timeout timer.

7.14.4.7.2 Transition SL_CC5:BreakWait to SL_CCO:Idle

This transition shall occur after receiving a BREAK Received message or if the Break Timeout timer expires. If
a BREAK Received message is not received before the Break Timeout timer expires, this state shall send a
Connection Closed (Break Timeout) confirmation to the port layer before making this transition.

7.14.4.8 SL_CC6:Break state

7.14.4.8.1 State description
This state closes any connection and releases all resources associated with this connection.
This state shall send a Transmit BREAK message to the SL transmitter.

While in this state all primitives received shall be ignored.

7.14.4.8.2 Transition SL_CC6:Break to SL_CCO:Idle

This transition shall occur after sending a Transmit BREAK message to the SL transmitter.
7.14.4.9 SL_CC7:CloseSTP state

7.14.4.9.1 State description
This state closes an STP connection and releases all resources associated with the connection.
This state shall:

1) send a Transmit CLOSE (Normal) message or Transmit CLOSE (Clear Affiliation) message to the SL
transmitter; and
2) send a Connection Closed (Normal) confirmation to the port layer.

While in this state all primitives received shall be ignored.
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7.14.4.9.2 Transition SL_CC7:CloseSTP to SL_CCO:ldle
This transition shall occur after sending a Connection Closed (Normal) confirmation to the port layer.
7.15 XL (link layer for expander phys) state machine

7.15.1 XL state machine overview

The XL state machine controls the flow of dwords on the physical link and establishes and maintains
connections with another XL state machine as facilitated by the expander function - specifically the ECM and
ECR.

This state machine consists of the following states:

a) XLO:ldle (see 7.15.3)(initial state);

b) XL1:Request Path (see 7.15.4);

c) XL2:Request_Open (see 7.15.5);

d) XL3:Open_Confirm_Wait (see 7.15.6);
e) XL4:Open_Reject (see 7.15.7);

f) XL5:Forward_Open (see 7.15.8);

g) XL6:Open_Response_Wait (see 7.15.9);
h) XL7:Connected (see 7.15.10);

i) XL8:Close_ Wait(see 7.15.11);

j)  XL9:Break (see 7.15.12); and

k) XL10:Break_Wait (see 7.15.13).

The XL state machine shall start in the XLO:Idle state. The XL state machine shall transition to the XLO0:ldle
state from any other state after receiving an Enable Disable SAS Link (Disable) message from the SL_IR state
machines (see 7.9.5).

The XL state machine receives the following messages from the SL_IR state machine:

a) Enable Disable SAS Link (Enable); and
b) Enable Disable SAS Link (Disable).

Unless otherwise stated within a state description, all running disparity errors, illegal characters, and
unexpected primitives received within any XL state shall be ignored.

The XL state machine shall maintain the timers listed in table 83.

Table 84 — XL timers

Timer Initial value

Partial Pathway Timeout timer partial pathway timeout value (see 7.12.4.3)

Break Timeout timer 1ms
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Figure 88 shows several states in the XL state machine.
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Figure 88 — XL (link layer for expander phys) state machine (part 1)
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Figure 89 shows additional states in the XL state machine.

4 XL (link layer for expander phys) state machine (part 2)
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Figure 89 — XL (link layer for expander phys) state machine (part 2)
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Figure 90 shows additional states in the XL state machine.

XL (link layer for expander phys) state machine (part 3)
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Figure 90 — XL (link layer for expander phys) state machine (part 3)
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7.15.2 XL transmitter and receiver

The XL transmitter receives the following messages from the XL state machine indicating primitive
sequences, frames, and dwords to transmit:

a) Transmit Idle Dword;

b) Transmit AIP with an argument indicating the specific type (e.g., Transmit AIP (Normal));

c) Transmit BREAK;

d) Transmit BROADCAST with an argument indicating the specific type (e.g., Transmit BROADCAST
(Change));

e) Transmit CLOSE with an argument indicating the specific type (e.g., Transmit CLOSE (Normal));

f) Transmit OPEN_ACCEPT;

g) Transmit OPEN_REJECT, with an argument indicating the specific type (e.g., Transmit
OPEN_REJECT (No Destination));

h) Transmit OPEN Address Frame; and

i) Transmit Dword.

The XL transmitter sends the following messages to the XL state machine:
a) OPEN Address Frame Transmitted.
The XL transmitter shall insert ALIGNs and NOTIFYs needed for rate matching (see 7.13).

The XL receiver sends the following messages to the XL state machine indicating primitive sequences,
frames, and dwords received:

a) AIP Received with an argument indicating the specific type (e.g., AIP Received (Normal));
b) BREAK Received;

c) BROADCAST Received;

d) CLOSE Received;

e) OPEN_ACCEPT Received;

f) OPEN_REJECT Received;

g) OPEN Address Frame Received; and

h) Dword Received.

The XL receiver shall ignore all other dwords.
7.15.3 XLO:Idle state

7.15.3.1 State description
This state is the initial state and is the state that is used when there is no connection pending or established.

If a Phy Layer Not Ready confirmation is received, this state shall send a Broadcast Event Notify (Phy Not
Ready) request to the BPP.

If a SATA Spinup Hold confirmation is received, this state shall send a Broadcast Event Notify (SATA Spinup
Hold) request to the BPP.

If an Enable Disable SAS Link (Enable) message is received, this state shall send a Broadcast Event Notify
(Identification Sequence Complete) request to the BPP.

If a BROADCAST Received message is received, this state shall send a Broadcast Event Notify request to the
BPP with the argument indicating the specific BROADCAST primitive received (e.g., CHANGE Received).

If a Transmit Broadcast indication is received, this state shall send a Transmit BROADCAST message to the
XL transmitter with an argument specifying the specific type from the Transmit Broadcast indication.
Otherwise, this state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword
messages to the XL transmitter.

7.15.3.2 Transition XLO:Ildle to XL1:Request_Path

This transition shall occur if:

a) an Enable Disable SAS Link (Enable) message has been received;
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b) a Transmit Open indication is not being received; and

c) an OPEN Address Frame Received message is received.
7.15.3.3 Transition XLO:Ildle to XL5:Forward_Open
This transition shall occur if:

a) an Enable Disable SAS Link (Enable) message has been received; and
b) a Transmit Open indication is received.

This transition shall include a set of arguments containing the arguments received in the Transmit Open
indication.

7.15.4 XL1:Request_Path state

7.15.4.1 State description
This state is used to arbitrate for connection resources and to specify the destination of the connection.

Upon entry into this state, this state shall repeatedly send a Transmit AIP (Normal) parameter to the XL
transmitter.

If an Arbitrating (Waiting On Partial) or Arbitrating (Blocked On Partial) confirmation is received, this state shall
repeatedly send a Transmit AIP (Waiting On Partial) parameter to the XL transmitter.

If an Arbitrating (Waiting On Connection) confirmation is received, this state shall repeatedly send a Transmit
AIP (Waiting On Connection) parameter to the XL transmitter.

Upon entry into this state, this state shall send a Request Path request to the ECM with the following
arguments:

a) destination SAS address;

b) source SAS address;

c) protocol;

d) connection rate;

e) arbitration wait time;

f) initiator port bit;

g) initiator connection tag;

h) pathway blocked count; and

i) partial pathway timeout status.

This state maintains the Partial Pathway Timeout timer.

If the Partial Pathway Timeout timer is not already running, the Partial Pathway Timeout timer shall be
initialized and started when an Arbitrating (Blocked On Partial) confirmation is received.

If the Partial Pathway Timeout timer is already running, the Partial Pathway Timeout timer shall continue to run
if an Arbitrating (Blocked On Partial) confirmation is received.

The Partial Pathway Timeout timer shall be stopped when one of the following confirmations is received:

a) Arbitrating (Waiting On Partial); or
b) Arbitrating (Waiting On Connection);

If the Partial Pathway Timeout timer expires, timeout status is conveyed to the expander connection manager
via the partial pathway timeout status argument in the Request Path request.

7.15.4.2 Transition XL1:Request_Path to XL2:Request_Open

This transition shall occur after receiving an Arb Won confirmation.

7.15.4.3 Transition XL1:Request_Path to XL4:0Open_Reject

This transition shall occur after receiving an Arb Reject confirmation. This transition shall include an Arb
Reject argument corresponding to the Arb Reject confirmation.
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7.15.4.4 Transition XL1:Request_Path to XLO:ldle

This transition shall occur after receiving an Arb Lost confirmation.

7.15.4.5 Transition XL1:Request_Path to XL9:Break

This transition shall occur receiving a BREAK Received message.

7.15.5 XL2:Request_Open state

7.15.5.1 State description

This state is used to forward an OPEN address frame through the ECR to a destination phy.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the XL transmitter.

Upon entry into this state, this state shall send a Transmit Open request to the ECR, received by the
destination phy as a Transmit Open indication. The arguments to the Transmit Open request are:

a)
b)
c)
d)
e)
f)

9)
h)
i)

destination SAS address;
source SAS address;
protocol;

connection rate;
arbitration wait time;
initiator port bit;

initiator connection tag;
features; and

pathway blocked count.

7.15.5.2 Transition XL2:Request_Open to XL3:0Open_Confirm_Wait

This transition shall occur after sending a Transmit Open request.

If a BREAK Received message is received, this state shall include a BREAK Received argument with the
transition.

7.15.6 XL3:0Open_Confirm_Wait state

7.15.6.1 State description

This state waits for confirmation to an OPEN address frame sent on a destination phy.

This state shall send the following messages to the XL transmitter:

a)
b)
c)

d)
e)

f)

9)

Transmit AIP (Normal) when an Arb Status (Normal) confirmation is received;

Transmit AIP (Waiting On Partial) when an Arb Status (Waiting On Partial) confirmation is received;
Transmit AIP (Waiting On Connection) when an Arb Status (Waiting On Connection) confirmation is
received,;

Transmit AIP (Waiting On Device) when an Arb Status (Waiting On Device) confirmation is received;
Transmit OPEN_ACCEPT when an Open Accept confirmation is received;

Transmit OPEN_REJECT when an Open Reject confirmation is received with the argument from the
Open Reject confirmation, after releasing path resources; or

request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages when none
of the previous conditions are present.

If a Backoff Retry confirmation is received, this state shall release path resources.

If a BREAK Received message is received, this state shall send a Transmit Break request to the ECR.

This state shall repeatedly send a Phy Status (Partial Pathway) response to the ECM. After an Arb Status
(Waiting on Partial) confirmation is received, this state shall repeatedly send a Phy Status (Blocked Partial
Pathway) response to the ECM.
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7.15.6.2 Transition XL3:Open_Confirm_Wait to XLO:Idle

This transition shall occur after sending a Transmit OPEN_REJECT message.

7.15.6.3 Transition XL3:Open_Confirm_Wait to XL1:Request_Path

This transition shall occur after receiving a Backoff Retry confirmation, after releasing path resources.

7.15.6.4 Transition XL3:0Open_Confirm_Wait to XL5:Forward_Open

This transition shall occur after receiving a Backoff Reverse Path confirmation.

7.15.6.5 Transition XL3:Open_Confirm_Wait to XL7:Connected

This transition shall occur after sending a Transmit OPEN_ACCEPT message.

7.15.6.6 Transition XL3:0Open_Confirm_Wait to XL9:Break

This transition shall occur after sending a Transmit Break request.

7.15.6.7 Transition XL3:Open_Confirm_Wait to XL10:Break_Wait

This transition shall occur after receiving a Transmit Break indication.
7.15.7 XL4:0Open_Reject state

7.15.7.1 State description
This state is used to reject a connection request.
This state shall send one of the following messages to the XL transmitter:

a) a Transmit OPEN_REJECT (No Destination) message when an Arb Reject (No Destination)
argument is received with the transition into this state;

b) a Transmit OPEN_REJECT (Bad Destination) message when an Arb Reject (Bad Destination)
argument is received with the transition into this state;

c) a Transmit OPEN_REJECT (Connection Rate Not Supported) message when an Arb Reject (Bad
Connection Rate) argument is received with the transition into this state; or

d) a Transmit OPEN_REJECT (Pathway Blocked) message when an Arb Reject (Pathway Blocked)
argument is received with the transition into this state.

7.15.7.2 Transition XL4:0pen_Reject to XLO:Idle

This transition shall occur after OPEN_REJECT has been transmitted.
7.15.8 XL5:Forward_Open state

7.15.8.1 State description
This state is used to transmit an OPEN address frame passed with the transition into this state.

If a BROADCAST Received message is received, this state shall send a Broadcast Event Notify request to the
BPP with the argument indicating the specific BROADCAST primitive received (e.g., CHANGE Received).

Upon entry into this state, this state shall send a Transmit OPEN Address Frame message to the XL
transmitter with the fields set to the values specified with the transition into this state.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the XL transmitter.

7.15.8.2 Transition XL5:Forward_Open to XL6:Open_Response_Wait

This transition shall occur after receiving an OPEN Address Frame Transmitted message.

Working Draft Serial Attached SCSI (SAS) 211



T10/1562-D Revision 3g 18 April 2003

If an OPEN Address Frame Received message is received, this state shall include an OPEN Address Frame
Received argument with the transition.

If a BREAK Received message is received, this state shall include a BREAK Received argument with the
transition.

7.15.9 XL6:Open_Response_Wait state

7.15.9.1 State description

This state waits for a response to a transmitted OPEN address frame and determines the appropriate action to
take based on the response.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the XL transmitter.

If a BROADCAST Received message is received before an AIP Received message is received this state shall
send a Broadcast Event Notify request to the BPP with the argument indicating the specific BROADCAST
primitive received (e.g., CHANGE Received).

This state shall send the following responses through the ECR to a source phy, received by the source phy as
confirmations:

a) an Open Accept response when an OPEN_ACCEPT Received message is received;

b) an Open Reject response when an OPEN_REJECT Received message is received, after releasing
any path resources;

c) a Backoff Retry response when an AIP Received message has not been received, an OPEN Address
Frame Received message is received or an OPEN Address Frame Received argument is included in
the transition into this state containing a higher priority OPEN address frame according to the
arbitration fairness comparison (see 7.12.3), and the source SAS address and connection rate of the
received OPEN address frame are not equal to the destination SAS address and connection rate of
the transmitted OPEN address frame, after releasing path resources;

d) a Backoff Retry response when an AIP Received message has been received and an OPEN Address
Frame Received message is received or an OPEN Address Frame Received argument is included in
the transition into this state, and the source SAS address and connection rate of the received OPEN
address frame are not equal to the destination SAS address and connection rate of the transmitted
OPEN address frame, after releasing path resources;

e) a Backoff Reverse Path response an AIP Received message has not been received, an OPEN
Address Frame Received message is received or an OPEN Address Frame Received argument is
included in the transition into this state containing a higher priority OPEN address frame according to
the arbitration fairness comparison (see 7.12.3), and the source SAS address and connection rate of
the received OPEN address frame are equal to the destination SAS address and connection rate of
the transmitted OPEN address frame.

f) a Backoff Reverse Path response when an AIP Received message has been received, an OPEN
Address Frame Received message is received or an OPEN Address Frame Received argument is
included in the transition into this state containing a higher priority OPEN address frame (see 7.12.3),
and the source SAS address and connection rate of the received OPEN address frame are equal to
the destination SAS address and connection rate of the transmitted OPEN address frame.

| This state shall send the following responses through the ECR to a source phy, received by the source phy as
confirmations:

a) an Arb Status (Waiting On Device) response when an AIP Received message has not been received,;

b) an Arb Status (Normal) response when an AIP Received (Normal) message is received;

c) an Arb Status (Waiting On Partial) response when an AIP Received (Waiting On Partial) message is
received,;

d) an Arb Status (Waiting On Connection) response when an AIP Received (Waiting On Connection)
message is received; and

e) an Arb Status (Waiting On Device) response when an AIP Received (Waiting On Device) message is
received.
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If a BREAK Received message is received or a BREAK Received argument is included in the transition into
this state, this state shall send a Transmit Break request to the ECR.

This state shall repeatedly send a Phy Status (Partial Pathway) response to the ECM. After an AIP Received
(Waiting On Partial) message is received, this state shall repeatedly send a Phy Status (Blocked Partial
Pathway) response to the ECM.

7.15.9.2 Transition XL6:Open_Response_Wait to XLO:ldle

This transition shall occur after sending an Open Reject response.

7.15.9.3 Transition XL6:0Open_Response_Wait to XL1:Request_Path

This transition shall occur after sending a Backoff Retry response, after releasing path resources.

7.15.9.4 Transition XL6:0Open_Response_Wait to XL2:Request_Open

This transition shall occur after sending a Backoff Reverse Path response.

7.15.9.5 Transition XL6:0Open_Response_Wait to XL7:Connected

This transition shall occur after sending an Open Accept response.

7.15.9.6 Transition XL6:0Open_Response_Wait to XL9:Break

This transition shall occur after sending a Transmit Break response.

7.15.9.7 Transition XL6:0Open_Response_Wait to XL10:Break Wait

This transition shall occur after receiving a Transmit Break indication.
7.15.10 XL7:Connected state

7.15.10.1 State description
This state provides a full-duplex circuit between two phys within an expander device.

This state shall send Transmit Dword messages to the XL transmitter to transmit all dwords received with
Transmit Dword indications.

This state shall send Transmit Dword requests to the ECR containing each valid dword except BREAK and
CLOSE primitives received with Dword Received messages.

If an invalid dword is received with the Dword Received message and the expander phy is forwarding to an
expander phy attached to a SAS physical link, the expander phy shall send an ERROR primitive with the
Transmit Dword request instead of the invalid dword.

If an invalid dword or an ERROR primitive is received with Dword Received message and the expander phy is
forwarding to an expander phy attached to a SATA physical link, the expander phy shall send a
SATA_ERROR primitive with the Transmit Dword request instead of the invalid dword or ERROR primitive.

If a CLOSE Received message is received, this state shall send a Transmit Close request to the ECR with the
argument from the CLOSE Received message.

If a BREAK Received message is received, this state shall send a Transmit Break request to the ECR.

This state shall repeatedly send a Phy Status (Connected) response to the ECM.

7.15.10.2 Transition XL7:Connected to XL8:Close_Wait

This transition shall occur after receiving a Transmit Close indication.

7.15.10.3 Transition XL7:Connected to XL9:Break

This transition shall occur after sending a Transmit Break request.
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7.15.10.4 Transition XL7:Connected to XL10:Break_Wait

This transition shall occur after receiving a Transmit Break indication.
7.15.11 XL8:Close_Wait state

7.15.11.1 State description
This state closes a connection and releases path resources.

Upon entry into this state, this state shall send a Transmit CLOSE message to the XL transmitter with the
argument from the Transmit Close indication, then shall request idle dwords be transmitted by repeatedly
sending Transmit Idle Dword messages to the XL transmitter.

If a Dword Received message is received containing a valid dword except a BREAK or CLOSE primitive , this
state shall send Transmit Dword requests to the ECR containing that dword.

If an invalid dword is received with the Dword Received message and the expander phy is forwarding to an
expander phy attached to a SAS physical link, the expander phy shall send an ERROR primitive with the
Transmit Dword request instead of the invalid dword.

If an invalid dword or an ERROR primitive is received with Dword Received message and the expander phy is
forwarding to an expander phy attached to a SATA physical link, the expander phy shall send a
SATA_ERROR primitive with the Transmit Dword request instead of the invalid dword or ERROR primitive.

If a CLOSE Received message is received, this state shall release path resources and send a Transmit Close
request to the ECR with the argument from the CLOSE Received message.

If a BREAK Received message is received, this state shall send a Transmit Break request to the ECR.

This state shall repeatedly send a Phy Status (Connected) response to the ECM.

7.15.11.2 Transition XL8:Close_Wait to XLO:Idle

This transition shall occur after sending a Transmit Close request.

7.15.11.3 Transition XL8:Close_Wait to XL9:Break

This transition shall occur after sending a Transmit Break request.

7.15.11.4 Transition XL8:Close_Wait to XL10:Break_Wait

This transition shall occur after a Transmit Break indication is received.
7.15.12 XL9:Break state

7.15.12.1 State description
This state closes any connection and releases path resources.

This state shall send a Transmit BREAK message to the XL transmitter.

7.15.12.2 Transition XL9:Break to XLO:Idle

This transition shall occur after sending a Transmit BREAK message to the XL transmitter.
7.15.13 XL10:Break_Wait state

7.15.13.1 State description
This state closes any connection and releases path resources.

This state shall send a Transmit BREAK message to the XL transmitter. After transmitting the BREAK this
state shall initialize and start the Break Timeout timer.
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7.15.13.2 Transition XL10:Break_Wait to XLO:Idle
This transition shall occur after a BREAK Received message is received or after the Break Timeout timer
expires.

7.16 SSP link layer

7.16.1 Opening an SSP connection

An SSP phy that accepts an OPEN address frame shall transmit at least one RRDY in that connection within
1 ms of transmitting an OPEN_ACCEPT. If the SSP phy is not able to grant credit, it shall respond with
OPEN_REJECT (RETRY) and not accept the connection request.

7.16.2 Full duplex

SSP is a full duplex protocol. An SSP phy may receive an SSP frame or primitive in a connection the same
time it is transmitting an SSP frame or primitive in the same connection. A wide SSP port may send and/or
receive SSP frames or primitives concurrently on different connections (i.e., on different phys).

When a connection is open and an SSP phy has no more SSP frames to transmit on that connection, it
transmits a DONE to start closing the connection (see 8.2.2.3.5). The other direction may still be active, so the
DONE may be followed by one or more CREDIT_BLOCKED, RRDY, ACK, or NAKs.

7.16.3 SSP frame transmission and reception

During an SSP connection, SSP frames are preceded by SOF and followed by EOF as shown in figure 91.

\

Time

last SSP
----- frame frame frame CRC EOF s
dword O dword 1 dword

Figure 91 — SSP frame transmission

The last data dword after the SOF prior to the EOF always contains a CRC (see 7.5). The SSP link layer state
machine checks that the frame is not too short and that the CRC is valid (see 7.16.7.7).

Receiving SSP phys shall acknowledge SSP frames within 1 ms if not discarded as described in 7.16.7.7 with
either a positive acknowledgement (ACK) or a negative acknowledgement (NAK). ACK means the SSP frame
was received into a frame buffer without errors. NAK (CRC ERROR) means the SSP frame was received with
a CRC error.

Some interlocked frames which are NAKed may be retried by the transport layer (see 9.2.4). Non-interlocked
frames which are NAKed shall not be retried by any layer. The SCSI command associated with a NAKed
frame that is not successfully retried shall be terminated with a CHECK CONDITION status with a sense key
of ABORTED COMMAND and an additional sense code of NAK RECEIVED (see 10.2.3).

7.16.4 SSP flow control

SSP phys grant credit for permission to transmit frames with RRDY. Each RRDY increments credit by one
frame. Frame transmission decrements credit by one frame. Credit of zero frames is established at the
beginning of each connection.

SSP phys shall not increment credit past 255 frames.

To prevent deadlocks where an SSP initiator port and SSP target port are both waiting on each other to
provide credit, an SSP initiator port shall never refuse to provide credit by withholding RRDY because it needs
to transmit a frame itself. It may refuse to provide credit for other reasons (e.g., temporary buffer full
conditions).

An SSP target port may refuse to provide credit for any reason, including because it needs to transmit a frame
itself.
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7.16.5 Interlocked frames

Table 85 shows which SSP frames shall be interlocked and which are non-interlocked.

Table 85 — SSP frame interlock requirements

SSP frame type Interlock requirement
COMMAND Interlocked
TASK Interlocked
XFER_RDY Interlocked
DATA Non-interlocked
RESPONSE Interlocked
See 9.2 for SSP frame type definitions.

Before transmitting an interlocked frame, an SSP phy shall wait for all SSP frames to be acknowledged with
ACK or NAK, even if credit is available. After transmitting an interlocked frame, an SSP phy shall not transmit
another SSP frame until it has been acknowledged with ACK or NAK, even if credit is available.

Before transmitting a non-interlocked frame, an SSP phy shall wait for:

a) all non-interlocked frames with different tags; and
b) all interlocked frames;

to be acknowledged with ACK or NAK, even if credit is available.

After transmitting a non-interlocked frame, an SSP phy may transmit another non-interlocked frame with the
same tag if credit is available. The phy shall not transmit:

a) anon-interlocked frame with a different tag; or
b) an interlocked frame;

until all SSP frames have been acknowledged with ACK or NAK, even if credit is available.

Interlocking does not prevent transmitting and receiving interlocked frames simultaneously (e.g., an SSP
initiator phy could be transmitting a COMMAND frame while receiving XFER_RDY, DATA, or RESPONSE
frames for a different command).

An SSP phy may transmit primitives responding to traffic it is receiving (e.g. an ACK or NAK to acknowledge
an SSP frame, an RRDY to grant more receive credit, or a CREDIT_BLOCKED to indicate credit is not
forthcoming) while waiting for an interlocked frame it transmitted to be acknowledged. These primitives may
also be interspersed within an SSP frame.
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Figure 92 shows an example of interlocked frame transmission.

transmitter receiver

Interlocked frame \
/ ACK or NAK
Interlocked frame \
/ ACK or NAK

Ytime Y time

Figure 92 — Interlocked frames

Figure 93 shows an example of non-interlocked frame transmission with the same tags.

, transmitter receiver
Non-interlocked frame

Non-interlocked frame \
Non-interlocked frame \
Non-interlocked frame \

ACK or NAK

Non-interlocked frame ACK or NAK
Non-interlocked frame

. or
interlocked / ACK or NAK
frames in this / ACK or NAK
example have /

the same tag Yime Yiime

Figure 93 — Non-interlocked frames with the same tag
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| Figure 94 shows an example of non-interlocked frame transmission with different tags.

transmitter receiver
Non-interlocked frame tag A
Non-interlocked frame tag A
Non-interlocked frame tag A

Non-interlocked frame tag A %
ACK or NAK
% _

Non-interlocked frame tag A
Non-interlocked frame tag A ACK or NAK
ACK or NAK

ACK or NAK
ACK or NAK

Non-interlocked frame tag B \
/ ACK or NAK
Non-interlocked frame tag C
Non-interlocked frame tag C %
Yiime ’ ¥ time

Figure 94 — Non-interlocked frames with different tags

7.16.6 Closing an SSP connection

DONE shall be exchanged prior to closing an SSP connection (see 8.2.2.3.5). There are several versions of
the DONE primitive indicating additional information about why the SSP connection is being closed:

a) DONE (NORMAL) indicates normal completion; the transmitter has no more SSP frames to transmit;

b) DONE (CREDIT TIMEOUT) indicates the transmitter still has SSP frames to transmit, but did not
receive an RRDY granting frame credit within 1 ms; and

c) DONE (ACK/NAK TIMEOUT) indicates the transmitter transmitted an SSP frame but did not receive
the corresponding ACK or NAK within 1 ms. As a result, the ACK/NAK count is not balanced and the
transmitter is going to transmit a BREAK in 1 ms unless the recipient replies with DONE and the
connection is closed.

After transmission of DONE, a device shall not transmit any more SSP frames during this connection.
However, a device may transmit ACK, NAK, RRDY, and CREDIT_BLOCKED after transmitting DONE if the
other device is still transmitting SSP frames in the reverse direction. Once an SSP phy has both transmitted
and received DONE, it shall close the connection by transmitting CLOSE (NORMAL) (see 7.12.8).
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Figure 95 shows the sequence for a closing an SSP connection.

transmitter receiver

DONE \
(ACK, NAK, RRDY, and

CREDIT_BLOCKED may be
sent after the first DONE)

‘///////////// DONE
CLOSE primitive

k sequence

CLOSE primitive
sequence

=

Ytime Y time

Figure 95 — Closing an SSP connection example

7.16.7 SSP (link layer for SSP phys) state machines

7.16.7.1 SSP state machines overview

The SSP link layer contains several state machines that run in parallel to control the flow of dwords on the
physical link during an SSP connection. The SSP state machines are as follows:

a)
b)
c)
d)
e)
)

a)
h)
i)

SSP_TIM (transmit interlocked frame monitor) state machine (see 7.16.7.3);
SSP_TCM (transmit frame credit monitor) state machine (see 7.16.7.4);
SSP_D (DONE control) state machine (see 7.16.7.5);

SSP_TF (transmit frame control) state machine (see 7.16.7.6);

SSP_RF (receive frame control) state machine (see 7.16.7.7);

SSP_RCM (receive frame credit monitor) state machine (see 7.16.7.8);
SSP_RIM (receive interlocked frame monitor) state machine (see 7.16.7.9);
SSP_TC (transmit credit control) state machine (see 7.16.7.10); and
SSP_TAN (transmit ACK/NAK control) state machine (see 7.16.7.11).

All the SSP state machines shall start after receiving an Enable Disable SSP (Enable) message from the SL
state machines (see 7.14).

All the SSP state machines shall terminate after:

a)
b)

c)

receiving an Enable Disable SSP (Disable) message from the SL state machines;

receiving a Request Close message from the SSP_D state machine indicating that the connection
has been closed; or

receiving a Request Break message from the SSP_D state machine indicating that a BREAK has
been transmitted.

If a state machine consists of multiple states the initial state is as indicated in the state machine description in
this subclause.

Working Draft Serial Attached SCSI (SAS) 219



T10/1562-D Revision 3g 18 April 2003

The SSP state machines shall maintain the timers listed in table 86.

Table 86 — SSP link layer timers

Timer Initial value
ACK/NAK Timeout timer 1ms
DONE Timeout timer 1ms
Credit Timeout timer 1ms
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Figure 96 shows the SSP state machines and states related to frame transmission.

SSP (link layer SSP for SSP phys) state machines - frame transmission

Transmit Interlocked Transmit Frame Control

Frame Monitor

. Ert])?blsesp" SSP_TF1:
Isable SSP_TIM: Connected _Idle
Tx Interlock Monitor
4 lg-TX Frame =7

2

\ . Close
~=-ACK Received = -4 - .=
- SSP_TF3: Connection

_______ ACK Received-- > 4 Indicate Frame Tx ™\

-Frame Transmitted- \

[ —>
4 <& Frame Transmitted = -

\ .
~==NAK ‘R‘ecewed -= L - = Transmit Frame T

....... NAK Received == <Frame Transmitted =
SSP TF2:Tx Wait

- = ACK/NAK Timeout -p»
| | S o
--"Tx Balance Status: -

Request_
SSP_D == o o y f

Transmit Frame -~ ——-Credit Timeout ==~

Request_ Credit Monitor

SSP_ D-- Break >

SSP_TCM: SSP_TF4:
Tx Credit Monitor Indicate DONE Tx

----- RRDY Received-=-- .
—--Tx Credit Status--p»

__CREDIT_BI_‘O‘CKED__ | ] «—

Received .
= Tx Credit Used: = = - )
L j Transmit

"=~ poNE ~

V

DONE Control
DONE
<

SSP_D: t DONE Transmitted ]

N

4 DONE Wait T T T Transmitted” |

A ‘<~ DONE Timeout- - J«g=====- + Wait For DONE =====--

[
“----DONE Received - - — — j4& ==RX Cregi'ﬁ Control--- SSP_RCM
(]

______ EOF Received- - - =1 ——Rx Credit Status--- SSP_RCM

N S Request Close-=9 SL_CC
[

_____ DONE Received- ==
ece[/e Mo Request Break-==p SL_CC

Figure 96 — SSP (link layer for SSP phys) state machines (part 1 - frame transmission)
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Figure 97 shows the SSP state machines and states related to frame reception.

SSP (link layer for SSP phys) state machines - frame reception
Receive Frame ) Receive Frame Transmit Credit
Control Credit Monitor Control
SSP_RF: SSP_RCM: SSP_TC:
Rcv Frame Rcv Credit Monitor Tx Credit Control
- — — - Transmit RRDY =T
; \ \
. - — - <Rx Credit Control .
@ Rx Credit Status=-- I ><-'RRDY Transmitted==-
= . - ; -— | \
 -Frame Received-»" Credit Transmitted Transmit
-=-SOF Received - k "~ CREDIT_BLOCKED =
Data Dword )
Received =

[
---EOF Received - T
(]

---DONE Received T

Rx Credit Control
|

Rx Credit Status:

--p SSP_D
--p SSP_D

‘ Transmit ACK/NAK
Control
\o___ Frame _ | ‘
Received : SSP_TAN:
! Tx_ACK/NAK Control
PR E—— !
/7 \ .
l ~-—- ACK Transmitted ===~
' = T Transmit ACK-=-[>
R N bt —--Frame Received ==+ ===-- > [
T T ==-Frame Received ===~ <F-ACK Tra‘nsrr‘]itted ==
(
: : ----- Transmit NAK===>
Rx Balance Status - N ' ]
' Receive Interlocked ' < - NAK Transmitted - - -
: Frame Monitor A Skt ~
( | | __ (
! SSP_RIM: ! N !
( Rcv_Interlock _Monitor ] '
| ) I i o
Enable il =7 !
SLCC= pisaple ssp™ Lo
Sable ¢ -———- Transmitted ACK==7 !
| |
Request__ : ’
SSP D -- Close L ¢ ----- Transmitted NAK == ==
Request J
SSP_D Break > \_

Figure 97 — SSP (link layer for SSP phys) state machines (part 2 - frame reception)

7.16.7.2 SSP transmitter and receiver

The SSP transmitter receives the following messages from the SSP state machines indicating primitive

sequences and frames to transmit:

a) Transmit RRDY with an argument indicating the specific type (e.g., Transmit RRDY (Normal));

b) Transmit CREDIT_BLOCKED;
c) Transmit ACK;
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d) Transmit NAK with an argument indicating the specific type (e.g., Transmit NAK (CRC Error));
e) Transmit Frame (i.e., SOF/data dwords/EOF); and
f)  Transmit DONE with an argument indicating the specific type (e.g., Transmit DONE (Normal)).

The SSP transmitter sends the following messages to the SSP state machines:

a) DONE Transmitted,;

b) RRDY Transmitted,;

c) CREDIT_BLOCKED Transmitted,;
d) ACK Transmitted;

e) NAK Transmitted; and

f)  Frame Transmitted.

When the SSP transmitter is not processing a message to transmit, it shall transmit idle dwords.

The SSP receiver sends the following messages to the SSP state machines indicating primitive sequences
and dwords received:

a) ACK Received;

b) NAK Received;

c) RRDY Received;

d) CREDIT_BLOCKED Received;

e) EOF Received;

f) DONE Received with an argument indicating the specific type (e.g., DONE Received (Normal));
g) SOF Received;

h) Data Dword Received; and

i) EOF Received.

The SSP receiver shall ignore all other dwords.

7.16.7.3 SSP_TIM (transmit interlocked frame monitor) state machine

The SSP_TIM state machine’s function is to ensure that ACKs or NAKs are received for each transmitted
frame before the ACK/NAK timeout. This state machine consists of one state.

This state machine monitors the number of frames transmitted and monitors the number of ACKs and NAKs
received. This state machine ensures that an ACK or NAK is received for each frame transmitted and
indicates a timeout if they are not.

The Frame Transmitted message shall be used by this state machine to count the number of frames
transmitted.

When the number of Frame Transmitted messages received equals the number of ACK Received and NAK
Received messages received then the ACK/NAK count is balanced and this state machine shall send the Tx
Balance Status (Balanced) message to the SSP_TF2:Tx_Wait state. When the number of Frame Transmitted
messages received does not equal the number of ACK Received and NAK Received messages received then
this the ACK/NAK count is not balanced and this state machine shall send the Tx Balance Status (Not
Balanced) message to the SSP_TF2:Tx_Wait state.

If the ACK/NAK count is not balanced and an ACK Received message is received this state machine shall:

a) use the ACK Received message to count the number of ACKs and NAKs received; and
b) send an ACK Received confirmation to the port layer each time the ACK Received message is
received.

If the ACK/NAK count is not balanced and an NAK Received message is received this state machine shall:

a) use the NAK Received message to count the number of ACKs and NAKs received; and
b) send an NAK Received confirmation to the port layer each time the NAK Received message is
received.

If the ACK/NAK count is balanced, the ACK Received message and NAK Received message shall be ignored
and the ACK/NAK Timeout timer shall be stopped.
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Each time the ACK/NAK count is not balanced, the ACK/NAK Timeout timer shall be initialized and started.
The ACK/NAK Timeout timer shall be re-initialized each time an ACK or NAK is counted. If the ACK/NAK
Timeout timer expires, this state machine shall send the ACK/NAK Timeout confirmation to the port layer and
to the following states:

a) SSP_TF1:Connected_ldle; and
b) SSP_TF2:Tx_Wait state.

When this state machine receives an Enable Disable SSP (Enable) message, Request Close message, or
Request Break message the number of frames transmitted shall be set to the number of ACKs and NAKs
received.

7.16.7.4 SSP_TCM (transmit frame credit monitor) state machine

The SSP_TCM state machine’s function is to ensure that credit is available from the originator before a frame
is transmitted. This state machine consists of one state.

This state machine shall keep track of the number of transmit frame credits received versus the number of
transmit frame credits used. This state machine adds transmit frame credit for each RRDY Received message
received and subtracts transmit frame credit for each Tx Credit Used message received. This state machine
shall remember any CREDIT_BLOCKED Received message that is received.

When transmit frame credit is available, this state machine shall send the Tx Credit Status (Credit Available)
message to the SSP_TF2:Tx_Wait state.

When transmit frame credit is not available and credit is not blocked, this state machine shall send the Tx
Credit Status (Credit Not Available) message to the SSP_TF2:Tx_Wait state.

When transmit frame credit is not available and credit is blocked, this state machine shall send the Tx Credit
Status (Credit Blocked) message to the SSP_TF2:Tx_Wait state.

When this state machine receives an Enable Disable SSP (Enable) message, Request Close message, or
Request Break message transmit frame credit shall be set to not available and credit shall not be blocked.

7.16.7.5 SSP_D (DONE control) state machine

The SSP_D state machine’s function is to ensure a DONE has been received and transmitted before the
SL_CC state machine disables the SSP state machines. This state machine consists of one state.

This state machine ensures that a DONE is received and transmitted before the connection is closed. The
DONE may be transmitted and received in any order.

If the DONE Received message has been received before the Wait For DONE message is received, this state
machine shall send the Request Close message to the SL_CC state machine (see 7.14) and all the SSP state
machines.

If the Rx Credit Status (Extended) message or the Rx Credit Control (Blocked) message was received before
the Wait For Done DONE (NORMAL) message or the Wait For DONE (CREDIT TIMEOUT) message is
received, then this state shall initialize and start the DONE Timeout timer after receiving the Wait For DONE
(NORMAL) message or the Wait For DONE (CREDIT TIMEOUT) message if a DONE Received message has
not been received.

If the DONE Received message has not been received and the Wait For DONE (NORMAL) message or the
Wait For DONE (CREDIT TIMEOUT) message has been received, this state machine shall initialize and start
the DONE Timeout timer each time:

a) the Rx Credit Status (Extended) message is received; or
b) the Rx Credit Control (Blocked) message is received.

If the Wait For DONE (NORMAL) message or the Wait for DONE (CREDIT TIMEOUT) message has been
received, the DONE timeout timer shall be reinitialized each time the EOF Received message is received.
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If the Wait For DONE (NORMAL) message or the Wait for DONE (CREDIT TIMEOUT) message has been
received, the DONE timeout timer shall be stopped after:

a) the Rx Credit Status (Exhausted) message is received; and
b) the Rx Credit Control (Blocked) message has not been received.

If the DONE Received message has not been received and the Wait For DONE (ACK/NAK TIMEOUT)
message has been received:

a) this state machine shall initialize and start the DONE Timeout timer; and
b) this state shall not reinitialize the DONE Timeout timer if an EOF Received message is received.

If the DONE Received message is received before the DONE Timeout timer expires, this state machine shall
send the Request Close message to the SL_CC state machine and all the SSP state machines.

If the DONE Received message is not received before the DONE Timeout timer expires, this state machine
shall:

a) send a DONE Timeout confirmation to the port layer; and
b) send a Request Break message to the SL_CC state machine and all the SSP state machines.

Any time a DONE Received message is received this state machine shall send a DONE Received
confirmation to the port layer. A DONE Received (ACK/NAK Timeout) confirmation informs the port layer that
the SSP transmitter is going to close the connection within 1 ms; other DONE Received confirmations (e.g.,
DONE Received (Close Connection) and DONE Received (Credit Timeout)) may be used by the application
layer to decide when to reuse tags.

7.16.7.6 SSP_TF (transmit frame control) state machine

7.16.7.6.1 SSP_TF state machine overview

The SSP_TF state machine’s function is to control when the SSP transmitter transmits SOF, frame dwords,
EOF, and DONE. This state machine consists of the following states:

a) SSP_TF1:Connected_ldle (see 7.16.7.6.2)(initial state);
b) SSP_TF2:Tx_Wait (see 7.16.7.6.3);

c¢) SSP_TF3:Indicate_Frame_Tx (see 7.16.7.6.4); and

d) SSP_TF4:Indicate_ DONE_Tx (see 7.16.7.6.5).

7.16.7.6.2 SSP_TF1:Connected_ldle state

7.16.7.6.2.1 State description

This state waits for a request to transmit a frame or to close the connection.

7.16.7.6.2.2 Transition SSP_TF1:Connected_ldle to SSP_TF2:Tx_Wait
This transition shall occur after a Tx Frame request is received or a Close Connection request is received.

If a Tx Frame (Balance Required) request was received this transition shall include a Transmit Frame Balance
Required argument.

If a Tx Frame (Balance Not Required) request was received this transition shall include a Transmit Frame
Balance Not Required argument.

If a Close Connection request was received this transition shall include a Close Connection argument.

7.16.7.6.2.3 Transition SSP_TF1:Connected_ldle to SSP_TF4:Indicate_ DONE_Tx

This transition shall occur if an ACK/NAK Timeout message is received. This transition shall include an ACK/
NAK Timeout argument.
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7.16.7.6.3 SSP_TF2:Tx_Wait state

7.16.7.6.3.1 State description

This state monitors the Tx Balance Status message and the Tx Credit Status message to ensure that frames
are transmitted and connections are closed at the proper time.

If this state is entered from the SSP_TF1:Connected_ldle state with a Transmit Frame Balance Required
argument or a Transmit Frame Balance Not Required argument, and:

a) if the last Tx Credit Status message received had an argument of Not Available this state shall
initialize and start the Credit Timeout timer; or

b) if the last Tx Credit Status message had an argument other than Not Available this state shall stop the
Credit Timeout timer.

7.16.7.6.3.2 Transition SSP_TF2:Tx_Wait to SSP_TF3:Indicate_Frame_Tx

This transition shall occur if this state was entered from the SSP_TF1:Connected_Idle state with an argument
of Transmit Frame Balance Required if:

a) the last Tx Balance Status message received had an argument of Balanced; and
b) the last Tx Credit Status message received had an argument of Credit Available.

This transition shall occur if this state was entered from the SSP_TF1:Connected_Idle state with an argument
of Transmit Frame Balance Not Required and if the last Tx Credit Status message received had an argument
of Credit Available.

This transition shall occur after sending a Tx Credit Used message to the SSP_TCM state machine.

7.16.7.6.3.3 Transition SSP_TF2:Tx_Wait to SSP_TF4:Indicate_ DONE_Tx

This transition shall occur and include an ACK/NAK Timeout argument if an ACK/NAK Timeout message is
received.

This transition shall occur and include a Close Connection argument if this state was entered from the
SSP_TF1:Connected_lIdle state with an argument of Close Connection and the last Tx Balance Status
message received had an argument of Balanced.

This transition shall occur and include a Credit Timeout argument if this state was entered from the
SSP_TF1:Connected_lIdle state with a Transmit Frame Balance Required argument or a Transmit Frame
Balance Not Required argument and the last Tx Credit Status message received had an argument of Blocked.

This transition shall occur and include a Credit Timeout argument if:

a) this state was entered from the SSP_TF1:Connected_Idle state with a Transmit Frame Balance
Required argument or a Transmit Frame Balance Not Required argument;

b) the Credit Timeout timer expired before a Tx Credit Status message was received with an argument of
Available; and

c) a Tx Balance Status message was received with an argument of Balanced (i.e., the Credit Timeout
argument shall not be included in this transition for this reason unless the ACK/NAK count is
balanced); and

d) an ACK/NAK Timeout message was not received.

7.16.7.6.4 SSP_TF3:Indicate_Frame_Tx state

7.16.7.6.4.1 State description

This state shall request a frame transmission by sending a Transmit Frame message to the SSP transmitter.
Each time a Transmit Frame message is sent to the SSP transmitter, one SSP frame (i.e., SOF, frame
contents, and EOF) is transmitted.

In this state receiving a Frame Transmitted message indicates that the frame has been transmitted.
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7.16.7.6.4.2 Transition SSP_TF3:Indicate_Frame_Tx to SSP_TF1:Connected_Idle
This transition shall occur after:

a) receiving a Frame Transmitted message;
b) sending an Frame Transmitted message to the SSP_TIM state machine; and
c) sending a Frame Transmitted confirmation to the port layer.

7.16.7.6.5 SSP_TF4:Indicate_ DONE_Tx state
This state shall send one of the following messages to an SSP transmitter:

a) a Transmit DONE (Normal) message if this state was entered from the SSP_TF2:Tx_Wait state with
an argument of Close Connection;

b) a Transmit DONE (ACK/NAK Timeout) message if this state was entered from the SSP_TF2:Tx_Wait
state or the SSP_TF1:Connected_ldle state with an argument of ACK/NAK Timeout; or

c) a Transmit DONE (CREDIT Timeout) message if this state was entered from the SSP_TF2:Tx_Wait
state with an argument of Credit Timeout.

After a DONE Transmitted message is received this state shall send the DONE Transmitted confirmation to
the port layer and send one of the following messages to the SSP_D state machine:

a) Wait For DONE (NORMAL) message if this state was entered from the SSP_TF2:Tx_Wait state with
an argument of Close Connection;

b) Wait For DONE (ACK/NAK TIMEOUT) message if this state was entered from the SSP_TF2:Tx_Wait
state or the SSP_TF1:Connected_ldle state with an argument of ACK/NAK Timeout; or

c) Wait For DONE (CREDIT TIMEOUT) message if this state was entered from the SSP_TF2:Tx_Wait
state with an argument of Credit Timeout.

7.16.7.7 SSP_RF (receive frame control) state machine

The SSP_RF state machine’s function is to receive frames and determine whether or not those frames were
received successfully. This state machine consists of one state.

This state machine:

a) checks the frame to determine if the frame should be accepted or discarded:
b) checks the frame to determine if an ACK or NAK should be transmitted; and
c) sends a Frame Received confirmation to the port layer.

The frame (i.e., all the dwords between an SOF and EOF) shall be discarded if any of the following conditions
are true:

a) the number of data dwords between the SOF and EOF is less than 7;

b) the number of data dwords after the SOF is greater than 263 data dwords;
c) the Rx Credit Status (Credit Exhausted) message is received; or

d) the DONE Received message is received.

If consecutive SOF Received messages are received without an intervening EOF Received message (i.e.,
SOF, data dwords, SOF, data dwords, and EOF instead of SOF, data dwords, EOF, SOF, data dwords, and
EOF) then this state machine shall discard all dwords between those SOFs.

If the frame is discarded then no further action is taken by this state machine. If the frame is not discarded
then this state machine shall:

a) send a Frame Received message to the SSP_RCM state machine; and
b) send a Frame Received message to the SSP_RIM state machine;

If the frame CRC is good and the frame contained no invalid data dwords, this state machine shall send a
Frame Received (Successful) message to the SSP_TAN1:ldle state and:

a) if the last Rx Balance Status message received had an argument of Balanced, send a Frame
Received (ACK/NAK Balanced) confirmation to the port layer; or

b) if the last Rx Balance Status message received had an argument of Not Balanced, send a Frame
Received (ACK/NAK Not Balanced) confirmation to the port layer.
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If the frame CRC is bad or the frame contained invalid data dwords, this state machine shall send a Frame
Received (Unsuccessful) message to the SSP_TAN1:ldle state.

7.16.7.8 SSP_RCM (receive frame credit monitor) state machine

The SSP_RCM state machine’s function is to ensure that there was credit given to the originator for every
frame that is received. This state machine consists of one state.

This state machine monitors the receiver’s resources and keeps track of the number of RRDYs transmitted
versus the number of frames received.

Any time resources are released or become available this state machine shall send the Rx Credit Control
(Available) message to the SSP_TC state machine. This state machine shall only send the Rx Credit Control
(Available) message to the SSP_TC state machine after frame receive resources become available. The
specifications for when or how resources become available is outside the scope of this standard.

This state machine may send the Rx Credit Control (Blocked) message to the SSP_TC state machine and the
SSP_D state machine indicating that no more credit is going to be sent during this connection. After sending
the Rx Credit Control (Blocked) message to the SSP_TC state machine and the SSP_D state machine, this
state machine shall not send the Rx Credit Control (Available) message to the SSP_TC state machine or the
SSP_D state machine for the duration of the current connection. The Rx Credit Control (Blocked) message
should be sent to the SSP_TC state machine and the SSP_D state machine when no further credit is going to
become available within a credit timeout (i.e., less than 1 ms).

This state machine shall indicate through the Rx Credit Control message only the amount of resources
available to handle received frames (e.g., if this state machine has resources for 5 frames the maximum
number of Rx Credit Control requests with the Available argument outstanding is 5).

This state machine shall use the Credit Transmitted message to keep track of the number of RRDYs
transmitted. This state machine shall use the Frame Received message to keep a track of the number of
frames received.

Any time the number of Credit Transmitted messages received exceeds the number of Frame Received
messages received this state machine shall send a Rx Credit Status (Credit Extended) message to the
SSP_REF state machine and the SSP_D state machine.

Any time the number of Credit Transmitted messages received equals the number of Frame Received
messages received this state machine shall send a Rx Credit Status (Credit Exhausted) message to the
SSP_RF state machine and the SSP_D state machine.

If this state machine receives an Enable Disable SSP (Enable) message, Request Close message, or
Request Break message the frame receive resources shall be initialized to the no credit value for the current
connection.

7.16.7.9 SSP_RIM (receive interlocked frame monitor) state machine

The SSP_RIM state machine’s function is to inform the SSP_RF state machine when the number of ACKs
and NAKs transmitted equals the number of the EOFs received. This state machine consists of one state.

This state machine monitors the number of frames received versus the number of ACKs and NAKs
transmitted.

This state machine shall use the ACK Transmitted message and the NAK Transmitted message to keep track
of the number of ACKs and NAKs transmitted. This state machine shall use the Frame Received message to
keep a track of the number of frames received.

Any time the number of the ACK Transmitted messages and the number of NAK Transmitted messages
received equals the number of Frame Received messages received this state machine shall send an Rx
Balance Status (Balanced) message to the SSP_RF state machine.

Any time the number of the ACK Transmitted messages and the number of NAK Transmitted messages
received does not equal the number of Frame Received messages received this state machine shall send an
Rx Balance Status (Not Balanced) message to the SSP_RF state machine.
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When the SL state machines send the Enable Disable SSP (Enable) message the number of the ACKs and
NAKs transmitted shall be set to the number of frames received.
7.16.7.10 SSP_TC (transmit credit control) state machine

The SSP_TC state machine’s function is to control the sending of requests to transmit an RRDY or
CREDIT_BLOCKED. This state machine consists of one state.

Any time this state machine receives a Rx Credit Control (Available) message it shall send a number of
Transmit RRDY (Normal) messages to the SSP transmitter as indicated by the amount of resources available
to handle received frames (e.qg., if the Available argument indicates 5 RRDYs are to be transmitted this state
machine sends 5 Transmit RRDY (Normal) messages to the SSP transmitter).

Any time this state machine receives a RRDY Transmitted message it shall send a Credit Transmitted
message to the SSP_RCM state machine.

Any time this state machine receives a Rx Credit Control (Blocked) message it shall send a Transmit
CREDIT_BLOCKED message to the SSP transmitter.
7.16.7.11 SSP_TAN (transmit ACK/NAK control) state machine

The SSP_TAN state machine’s function is to control the sending of requests to transmit an ACK or NAK to the
SSP transmitter. This state machine consists of one state.

Any time this state machine receives a Frame Received (Successful) message it shall send a Transmit ACK
message to the SSP transmitter.

Any time this state machine receives a Frame Received (Unsuccessful) message it shall send a Transmit
NAK (CRC Error) message to the SSP transmitter.

If multiple Frame Received (Unsuccessful) messages and Frame Received (Successful) messages are
received, then the order in which the Transmit ACK messages and Transmit NAK messages are sent to the
SSP transmitter shall be the same order as the Frame Received (Unsuccessful) messages and Frame
Received (Successful) messages were received.

Any time this state machine receives an ACK Transmitted message it shall:

a) send a Transmitted ACK message to the SSP_RIM state machine; and
b) send an ACK Transmitted confirmation to the port layer.

Any time this state receives a NAK Transmitted argument it shall send a Transmitted NAK message to the
SSP_RIM state machine.
7.17 STP link layer

7.17.1 STP frame transmission and reception

STP frame transmission is defined by SATA (see ATA/ATAPI-7 VV3). During an STP connection, frames are
preceded by SATA_ SOF and followed by SATA _EOF as shown in figure 98.

Time >
SATA SATA
------ SATA_SOF ‘ frame ‘ frame ‘ SCAI‘QTC'?‘ SATA EOF .-~ --
dword 0 dword 1

Figure 98 — STP frame transmission

The last data dword after the SOF prior to the EOF always contains a CRC (see 7.5).
Other primitives may be interspersed during the connection as defined by SATA.

STP encapsulates SATA with connection management.
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7.17.2 STP flow control

Each STP port (i.e., STP initiator port and STP target port) and expander port through which the STP
connection is routed shall implement the SATA flow control protocol on each physical link. The flow control
primitives are not forwarded through expander devices like other dwords.

When an STP port is receiving a frame and its buffer begins to fill up, it shall transmit SATA_HOLD. After
transmitting SATA_HOLD, it shall accept the following number of data dwords for the frame:

a) 24 dwords at 1,5 Gbps; or
b) 28 dwords at 3,0 Ghps.

When an STP port is transmitting a frame and receives SATA_HOLD, it shall transmit no more than 20 data
dwords for the frame and respond with SATA_HOLDA.

NOTE 24 - The receive buffer requirements are based on (20 + (4 x n)) where nis 1 for 1,5 Gbps and 2 for 3,0
Gbps. The 20 portion of this equation is based on the frame transmitter requirements (see ATA/ATAPI-7 V3).
The (4 x n) portion of this equation is based on:

a) One-way propagation time on a 10 m cable = (5 ns/m propagation delay) x (10 m cable) = 50 ns;

b) Round-trip propagation time on a 10 m cable = 100 ns (e.qg., time to send SATA_HOLD and receive

SATA_HOLDA);

c) Time to transmit a 1,5 Gbps dword = (0,667 ns/bit unit interval) x (40 bits/dword) = 26,667 ns; and

d) Number of 1,5 Gbps dwords on the wire during round-trip propagation time = (100 ns / 26,667 ns) = 3,75.
Receivers may support longer cables by providing larger buffer sizes.

When a SATA host port in an STP/SATA bridge is receiving a frame from a SATA physical link, it shall transmit
a SATA_HOLD when it is only capable of receiving 21 more dwords.

NOTE 25 - SATA requires that frame transmission cease and SATA_HOLDA be transmitted within 20 dwords
of receiving SATA_HOLD. Since the SATA physical link has non-zero propagation time, one dword of margin
is included.

When a SATA host port in an STP/SATA bridge is transmitting a frame to a SATA physical link, it shall transmit
no more than 19 data dwords after receiving SATA_HOLD.

NOTE 26 - SATA assumes that once a SATA_HOLD is transmitted, frame transmission ceases and
SATA_HOLDA arrives within 20 dwords. Since the SATA physical link has non-zero propagation time, one
dword of margin is included.

Figure 99 shows STP flow control between:

a) an STP initiator port receiving a frame;

b) an expander device (the first expander device);

c) an expander device with an STP/SATA bridge (the second expander device); and
d) a SATA device port transmitting a frame.
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After the STP initiator port transmits SATA_HOLD, it receives a SATA_HOLDA reply from the first expander
device within 24 dwords (for a 1,5 Gbps physical link). The first expander device transmits SATA_HOLD to the
second expander device and receives SATA HOLDA within 24 dwords (for a 1,5 Gbps physical link), buffering
data dwords it is no longer able to forward to the STP initiator port. The second expander device transmits
SATA_HOLD to the SATA device port and receives SATA_HOLDA within 21 dwords (for a SATA physical link),
buffering data dwords it is no longer able to forward to the first expander device. When the SATA device port
stops transmitting data dwords, its previous data dwords are stored in the buffers in both expander devices
and the STP initiator port.

After the STP initiator port drains its buffer and transmits SATA_R_IP, it receives data dwords from the first
expander device’s buffer, followed by data dwords from the second expander device’s buffer, followed by data
dwords from the SATA device port.

7.17.3 Affiliations

Coherent access to the SATA task file registers shall be provided for each STP initiator port. STP target ports
that do not track all commands by the STP initiator ports’ SAS addresses shall implement affiliations to
provide coherency. STP target ports that track all commands by the STP initiator ports’ SAS addresses shall
not implement affiliations.

An affiliation is a state entered by an STP target port where it refuses to accept connection requests from STP
initiator ports other than the one that has established an affiliation.

An STP target port that supports affiliations shall establish an affiliation whenever it accepts a connection
request. When an affiliation is established, the STP target port shall reject all subsequent connection requests
from other STP initiator ports with OPEN REJECT (STP RESOURCES BUSY).

An STP target port shall maintain an affiliation until any of the following occurs:

a) Power on;

b) the SAS target device receives an SMP PHY CONTROL request specifying the phy with the affiliation
and specifying a phy operation of HARD RESET (see 10.4.3.10) from any SMP initiator port;

c) the SAS target device receives an SMP PHY CONTROL request specifying the phy with the affiliation
and specifying a phy operation of CLEAR AFFILIATION from the same SAS initiator port that has the
affiliation;

d) A connection to the phy with the affiliation is closed with CLOSE (CLEAR AFFILIATION); or

e) the STP target port is part of a STP/SATA bridge and a link reset sequence is begun on the SATA
physical link.

An affiliation established when the command is transmitted shall be maintained until all frames for the
command have been delivered. An STP initiator port implementing command queuing shall maintain an
affiliation while any commands are outstanding. This avoids confusing the SATA device, which only knows
about one SATA host. STP initiator ports may keep affiliations for longer tenures, but this is discouraged.

An STP target port that implements affiliations shall implement one affiliation per STP target port. Multiple
phys on the same STP target port shall use the same affiliation. Support for affiliations is indicated in the SMP
REPORT SATA PHY function response (see 10.4.3.7).

Only one connection between a wide STP initiator port and a wide STP target port shall be allowed at one
time. The STP target port shall reject a second connection request from the same STP initiator port with
OPEN_REJECT (STP RESOURCES BUSY).

7.17.4 Opening an STP connection

If no STP connection exists when the SATA host port in an STP/SATA bridge receives a SATA_X_RDY from
the attached SATA device port, the STP target port in the STP/SATA bridge shall establish an STP connection
to the appropriate STP initiator port before it transmits a SATA_R_RDY to the SATA device.

7.17.5 Closing an STP connection

Either STP port (i.e., either the STP initiator port or the STP target port) may originate closing an STP
connection. An STP port shall not originate closing an STP connection after sending a SATA_X_RDY or
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SATA_R_RDY until after both sending and receiving SATA_SYNC. An STP port shall transmit CLOSE after
receiving a CLOSE if it has not already transmitted CLOSE.

When an STP initiator port closes an STP connection, it shall transmit a CLOSE (NORMAL) or CLOSE
(CLEAR AFFILIATION). When an STP target port closes an STP connection, it shall transmit a CLOSE
(NORMAL).

An STP initiator port may issue CLOSE (CLEAR AFFILIATION) in place of a CLOSE (NORMAL) to cause the
STP target port to clear the affiliation (see 7.17.3) along with closing the connection. If an STP target port
receives CLOSE (CLEAR AFFILIATION), the STP target port shall clear the affiliation for the STP initiator port
that sent the CLOSE (CLEAR AFFILIATION).

See 7.12.8 for additional details on closing connections.

An STP/SATA bridge shall break an STP connection if its SATA host phy loses dword synchronization (see
7.12.7).

7.17.6 STP connection management examples

The STP/SATA bridge adds the outgoing OPEN address frames and CLOSESs so the STP initiator port sees
an STP target port. The STP/SATA bridge removes incoming OPEN address frame and CLOSES so the SATA
device port sees only a SATA host port. While the connection is open, the STP/SATA bridge passes through
all dwords without modification. Both STP initiator port and STP target port use SATA, with SATA flow control
(see 7.17.2), while the connection is open.
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Figure 100 shows an STP initiator port opening a connection, transmitting a single SATA frame, and closing

the connection.
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Figure 100 — STP initiator port opening an STP connection
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Figure 101 shows a SATA device transmitting a SATA frame. In this example, the STP target port in the STP/
SATA bridge opens a connection to an STP initiator port to send just one frame, then closes the connection.

SATA SATA SS;TP/Q STP target STP initiator
device port host port  >7 port port
bridge dle dword
SATA_SYNC | idle dwords I .e woras
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Figure 101 — STP target port opening an STP connection
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7.17.7 STP (link layer for STP phys) state machines
The STP link layer uses the SATA link layer state machines (see ATA/ATAPI-7 V3), modified to:

a) communicate with the port layer rather than directly with the transport layer;

b) interface with the SL state machines for connection management (e.g., to select when to open and
close STP connections, and to tolerate idle dwords between an OPEN address frame or an
OPEN_ACCEPT and the first SATA primitive); and

c) implement affiliations (see 7.17.3).

These modifications are not described in this standard.

7.17.8 SMP target port support

A SAS device that contains an STP target port shall also contain an SMP target port.
7.18 SMP link layer

7.18.1 SMP frame transmission and reception

Inside an SMP connection, the source device transmits a single SMP_REQUEST frame and the destination
device responds with a single SMP_RESPONSE frame (see 9.4).

Frames are surrounded by SOF and EOF as shown in figure 102. There is no acknowledgement of SMP
frames with ACK and NAK. There is no credit exchange with RRDY.

\J

Time

----- frame frame CRC EOF W ceee e
dword 0 dword 1

Figure 102 — SMP frame transmission

The last data dword after the SOF prior to the EOF always contains a CRC (see 7.5). The SMP link layer state
machine checks that the frame is not too short and that the CRC is valid (see 7.18.4).
7.18.2 SMP flow control

By accepting an SMP connection, the destination device indicates it is ready to receive one SMP_REQUEST
frame.

After the source device transmits one SMP_REQUEST frame, it shall be ready to receive one
SMP_RESPONSE frame.
7.18.3 Closing an SMP connection

After receiving the SMP_RESPONSE frame, the source device shall transmit a CLOSE (NORMAL) to close
the connection.

After transmitting the SMP_RESPONSE frame, the destination device shall reply with a CLOSE (NORMAL).

See 7.12.8 for additional details on closing connections.
7.18.4 SMP (link layer for SMP phys) state machines

7.18.4.1 SMP state machines overview

The SMP state machines control the flow of dwords on the physical link during an SMP connection. The SMP
state machines are as follows:

a) SMP_IP (link layer for SMP initiator phys) state machine (see 7.18.4.3); and
b) SMP_TP (link layer for SMP target phys) state machine (see 7.18.4.4).
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7.18.4.2 SMP transmitter and receiver

The SMP transmitter receives the following messages from the SMP state machines indicating dwords and
frames to transmit:

a) Transmit Idle Dword; and
b) Transmit Frame.

The SMP transmitter sends the following messages to the SMP state machines:
a) Frame Transmitted.

The SMP receiver sends the following messages to the SMP state machines indicating primitive sequences
and dwords received:

a) SOF Received;
b) Dword Received; and
c) EOF Received;

The SMP receiver shall ignore all other dwords.
7.18.4.3 SMP_IP (link layer for SMP initiator phys) state machine

7.18.4.3.1 SMP_IP state machine overview

The SMP_IP state machine’s function is to transmit an SMP request frame and then receive the
corresponding response frame. This state machine consists of the following states:

a) SMP_IP1L:ldle (see 7.18.4.3.2)(initial state);
b) SMP_IP2:Transmit_Frame (see 7.18.4.3.3);
c) SMP_IP3:Receive_Frame (see 7.18.4.3.4).

The SMP_IP state machine shall start in the SMP_IP1:Idle state on receipt of an Enable Disable SMP
(Enable) message from the SL state machines (see 7.14).

The SMP_IP state machine shall terminate after receiving an Enable Disable SMP (Disable) message from
the SL state machines.
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Figure 103 shows the SMP_IP state machine.

SMP_IP (link layer for SMP initiator ports) state machine

\ SMP IP1:ldle
SMI.D Transmit | ___. Transmit Idle____l>
Break Dword
, TTm=--- Pt - --Request Break-#» SL
! Tx Frame
--------- >
Enable
SL -=- =
sL Disable sSmp ~ T (to all states) SMP_IP2:
\ Transmit Frame
SMP Transmit
Break
‘ ------- 1 ——-Transmit Frame - - >

' - = -=-Request Break-4» SL

- ==Frame Transmitted- €T

SMP_IP3:
Receive Frame

Transmit Idle L

----- SOF Received - - -=---"" " -&>
-=-<-Dword Received- -
----- EOF Received = -[>
SM.P Transmit
Break
) Mmoo -1 - --Request Break-# SL
Frame Received- -+ - = ~Request Close=¥> SL

Figure 103 — SMP_IP (link layer for SMP initiator phys) state machine
7.18.4.3.2 SMP_IP1:Idle state

7.18.4.3.2.1 State description
This state is the initial state.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SMP transmitter.

If an SMP Transmit Break request is received, this state shall send a Request Break message to the SL state
machines (see 7.14).

7.18.4.3.2.2 Transition SMP_IP1:ldle to SMP_IP2:Transmit_Frame

This transition shall occur after a Tx Frame request is received.
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7.18.4.3.3 SMP_IP2:Transmit_Frame state

7.18.4.3.3.1 State description
This state shall send a Transmit Frame message to the SMP transmitter.

If an SMP Transmit Break request is received, this state shall send a Request Break message to the SL state
machines (see 7.14) and terminate.

After the Frame Transmitted message is received, this state shall send a Frame Transmitted confirmation to
the port layer.
7.18.4.3.3.2 Transition SMP_IP2:Transmit_Frame to SMP_IP3:Receive_Frame

This transition shall occur after sending a Frame Transmitted confirmation to the port layer.

7.18.4.3.4 SMP_IP3:Receive_Frame state

This state checks the SMP response frame and determines if the SMP response frame was successfully
received (e.g., no CRC error).

If the SMP response frame is received with a CRC error, this state shall send a Frame Received (SMP
Failure) confirmation to the port layer.

If the number of dwords between the SOF and EOF of the SMP response frame is less than 2, or the number
of dwords after an SOF is greater than 258, this state shall send a Frame Received (SMP Failure)
confirmation to the port layer. If the SMP response frame is received with no CRC error and the SMP
response frame is valid, this state shall:

a) send a Frame Received confirmation to the port layer; and
b) send a Request Close message to the SL state machines (see 7.14).

If an SMP Transmit Break request is received, this state shall send a Request Break message to the SL state
machines and terminate.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SMP transmitter.
7.18.4.4 SMP_TP (link layer for SMP target ports) state machine

7.18.4.4.1 SMP_TP state machine overview

The SMP_TP state machine’s function is to receive an SMP request frame and then transmit the
corresponding SMP response frame. The SMP_TP state machine consists of the following states:

a) SMP_TP1:Receive_Frame (see 7.18.4.4.2)(initial state); and
b) SMP_TP2:Transmit_Frame (see 7.18.4.4.3).

The SMP_TP state machine shall start in the SMP_TP1:Receive_Frame state after receiving an Enable
Disable SMP (Enable) message from the SL state machines (see 7.14).

The SMP_TP state machine shall terminate after receiving an Enable Disable SMP (Disable) message from
the SL state machines.
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Figure 104 shows the SMP_TP state machine.
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Figure 104 — SMP_TP (link layer for SMP target phys) state machine
7.18.4.4.2 SMP_TP1:Receive_Frame state

7.18.4.4.2.1 State description

This state waits for an SMP frame and determines if the SMP frame was successfully received (e.g., no CRC
error).

If an SMP frame is received, this state shall send a Request Break message to the SL state machines (see
7.14) and terminate if:

a) the SMP frame has a CRC error;
b) the number of data dwords between the SOF and EOF is less than 2; or
c) the number of data dwords after the SOF is greater than 258.

Otherwise, this state shall send a Frame Received confirmation to the port layer.

This state shall request idle dwords be transmitted by repeatedly sending Transmit Idle Dword messages to
the SMP transmitter.

7.18.4.4.2.2 Transition SMP_TP1:Receive_Frame to SMP_TP2:Transmit_Frame

This transition shall occur after sending a Frame Received confirmation to the port layer.
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7.18.4.4.3 SMP_TP2:Transmit_Frame state

If this state receives an SMP Transmit Break request, this state shall send a Request Break message to the
SL state machines and terminate.

If this state receives a Tx Frame request, this state shall send a Transmit Frame message to the SMP
transmitter; then wait for a Frame Transmitted message. After receiving a Frame Transmitted message, this
state shall send a Request Close message to the SL state machines (see 7.14) and terminate.

After sending Transmit Frame message to the SMP transmitter, this state shall request idle dwords be
transmitted by repeatedly sending Transmit Idle Dword messages to the SMP transmitter.
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8 Port layer

8.1 Port layer overview

The port layer (PL) state machines interface with one or more SAS link layer state machines and one or more
SSP, SMP, and STP transport layer state machines to establish port connections and disconnections. The port
layer state machines also interpret or pass transmit data, receive data, commands, and confirmations
between the link and transport layers.

8.2 PL (port layer) state machines

8.2.1 PL state machines overview
The PL (port layer) consists of state machines that run in parallel and perform the following functions:

a) receive requests from the SSP, SMP, and STP transport layer state machines for connection
management (e.g., requests to open or close connections) and frame transmission;

b) send requests to the SAS link layer state machines for connection management and frame trans-
mission;

c) receive confirmation from the SAS link layer state machines; and

d) send confirmations to the SSP, SMP, and STP transport layer state machines.

The port layer state machines are as follows:

a) PL_OC (port layer overall control) state machines (see 8.2.2); and
b) PL_PM (port layer phy manager) state machines (see 8.2.3).

There is one PL_OC state machine per port. There is one PL_PM state machine for each phy contained in
the port. Phys are assigned to ports by the management application layer.
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Figure 105 shows examples of the port layer state machines and their interaction with the transport and link

layers.
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The following is a description of the example processes in figure 105. These example processes do not
describe all of the possible condition or actions.

a) Transmit Frame requests are received by the PL_OC state machine;

b) the PL_OC state machine converts Transmit Frame requests into pending Tx Frame messages
associated with the destination SAS address;

c) the PL_OC state machine generates a pending Tx Open message for a pending Tx Frame message
when there is a pending Tx Open slot available (i.e., the number of pending Tx Open messages is
less than or equal to the number of phys);

d) the PL_OC state machine sends a pending Tx Open message as a Tx Open message to a PL_PM
state machine when a PL_PM machine is available; a slot is then available for a new pending Tx
Open message;

e) when a PL_PM state machine receives a Tx Open message, the PL_PM state machine attempts to
establish a connection with the destination SAS address through the link layer;

f) if a PL_PM state machine is unable to establish a connection with the destination SAS address, then
the PL_PM state machine sends a Retry Open message to the PL_OC state machine.
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9)

h)

)

K)

the PL_OC state machine converts a Retry Open message to a pending Tx Open message if there is
a pending Tx Open slot available; if the PL_OC state machine converts a Retry Open message into a
pending Tx Open message, then the pathway blocked count and arbitration wait time context from the
Retry Open message are applied to the pending Tx Open message;

if the PL_OC state machine does not convert a Retry Open to a pending Tx Open frame, then the
PL_OC discards the Retry Open message. The PL_OC state machine may create a new Tx Open
message for the same pending Tx Frame at a later time. If the PL_OC state machine discards a Retry
Open message, then the pathway blocked count and arbitration wait time context from the Retry
Open message are also discarded;

after a PL_PM state machine establishes a connection with a destination SAS address, the PL_OC
state machine sends pending Tx Frame messages for the destination to the PL_PM state machine as
Tx Frame messages;

if a PL_PM state machine is unable to send a Tx Frame message to the link layer as a Tx Frame
request (e.g., due to a credit timeout), then the PL_PM state machine sends a Retry Frame message
to the PL_OC state machine, and the PL_OC state machine converts the Retry Frame message into
a pending Tx Frame message;

if the PL_PM state machine is able to send a Tx Frame message as a Tx Frame request to the link
layer, then the PL_PM state machine sends a Transmission Status confirmation to the transport layer.

The Transmission Status confirmation from either the PL_OC state machine or a PL_PM state machine shall
include the following as arguments:

a)
b)
c)

tag;
destination SAS address; and
source SAS address.

8.2.2 PL_OC (port layer overall control) state machine

8.2.2.1 PL_OC state machine overview
A PL_OC state machine:

a)
b)
c)
d)
a)
e)
f)
9)
h)

receives requests from the SSP, SMP, and STP transport layers;
sends messages to the PL_PM state machine;

receives messages from the PL_PM state machine;

selects frames to transmit;

selects phys on which to transmit frames;

receives confirmations from the link layer;

sends confirmations to the transport layer;

has Arbitration Wait Time timers; and

has |_T Nexus Loss timers.

This state machine consists of the following states:

a)
b)

PL_OC1:ldle (see 8.2.2.2) (initial state); and
PL_OC2:Overall_Control (see 8.2.2.3).

After power on this state machine shall start in the PL_OC1:ldle state.

This state machine shall maintain the timers listed in table 87.

Table 87 — PL_OC state machine timers

Timer Initial value

|_T Nexus Loss timer

The value in the I_T NEXUS LOSS TIME field in the Protocol-Specific Port
Control mode page (see 10.2.6.2).

Arbitration Wait Time timer

0000h, a vendor specific value less than 8000h (see 7.12.3), or the value
received with a Retry Open message.
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Figure 106 shows the PL_OC state machine.
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Figure 106 — PL_OC (port layer overall control) state machine

8.2.2.2 PL_OC1:ldle state

8.2.2.2.1 PL_OC1:ldle state description

This state is the initial state of the PL_OC state machine.

If this state receives a HARD_RESET Received confirmation, then this state shall send a HARD_RESET
Received confirmation to the transport layer.
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If this state receives a Transmit Frame request, then this state shall send a Transmission Status (No Phys In
Port) confirmation to the transport layer.

8.2.2.2.2 Transition PL_OC1:ldle to PL_OC2:Overall_Control

This transition shall occur after a Phy Enabled confirmation is received for at least one phy assigned to the
port.

8.2.2.3 PL_OC2:0Overall_Control state

8.2.2.3.1 PL_OC2:Overall_Control state overview

This state may receive Transmit Frame requests from the transport layers (i.e., SSP and SMP) and Retry
frame messages from PL_PM state machines. This state shall create a pending Tx Frame message for each
received Transmit Frame request and Retry Frame message. There may be more than one pending Tx
Frame message at a time for each SSP transport layer. There shall be only one pending Tx Frame message
at a time for each SMP transport layer.

This state selects PL_PM state machines through which connections are established. This state shall only
attempt to establish connections through PL_PM state machines whose phys are enabled. Ina
vendor-specific manner, this state selects PL_PM state machines on which connections are established to
transmit frames. This state shall receive a response to a message from a PL_PM state machine before
sending another message to that PL_PM state machine.

This state also:

a) receives connection management requests from the transport layers;
b) sends connection management messages to PL_PM state machines;
C) receives connection management messages from PL_PM state machines; and
d) sends connection management confirmations to the transport layers.

After receiving a Transmit Frame request for a destination SAS address for which there is no connection
established and for which no |_T Nexus Loss timer has been created, this state shall create an |_T Nexus
Loss timer for that SAS address if:

a) the protocol is SSP;
b) this state machine is in an SSP target port; and
c) the Protocol-Specific Port Control mode page is implemented by the SSP target port.

When this state creates an |_T Nexus Loss timer it shall:

a) initialize the I_T Nexus Loss timer; and
b) not start the |_T Nexus Loss timer.

If this state machine is in an SSP initiator port, then this state may create an |_T Nexus Loss timer for the SAS
address. If a state machine in an SSP initiator port and creates an |_T Nexus Loss timer, then the state
machine should use the value in the I_T NEXUS LOSS TIME field in the Protocol-Specific Port Control mode page
for the SSP target port (see 10.2.6.2) as the initial value for its |_T Nexus Loss timer.

Other SAS ports may detect an |_T nexus loss in a vendor-specific manner.

If there are no pending Tx Frame messages for a destination SAS address and an |_T Nexus Loss timer has
been created for that destination SAS address, then this state shall delete the |_T Nexus Loss timer for that
destination SAS address.

If this state receives a HARD_RESET Received confirmation, then this state shall discard all pending Tx
Frame messages and delete all I_T Nexus Loss timers and send a HARD_RESET Received confirmation to
the transport layer.

8.2.2.3.2 PL_OC2:Overall_Control state establishing connections

This state receives Phy Enabled confirmations indicating when a phy is available.

This state receives Retry Open messages from a PL_PM state machine.
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This state creates pending Tx Open messages based on pending Tx Frame messages and Retry Open
messages. Pending Tx Open messages are sent to a PL_PM state machine as Tx Open messages.

If this state receives a Retry Open (No Destination) or a Retry Open (Open Timeout Occurred) message and
an |_T Nexus Loss timer has not been created for the destination SAS address (e.g., an SSP target port does
not support the I_T NEXUS LOSS TIME field in the Protocol Specific Port Control mode page), then this state shall
process the Retry Open message as either a Retry Open message or an Unable To Connect message. This
selection is vendor-specific.

If this state receives a Retry Open (Retry) message, then this state shall process the Retry Open message.

If this state receives a Retry Open (Pathway Blocked) message and an |_T Nexus Loss timer has not been
created for the destination SAS address, then this state shall process the Retry Open message.

If this state receives a Retry Open (No Destination), Retry Open (Open Timeout Occurred), or Retry Open
(Pathway Blocked) message, and the |_T Nexus Loss timer was initialized to zero, then this state shall
process the Retry Open message.

If this state receives a Retry Open (No Destination) or a Retry Open (Open Timeout Occurred) message, an
I_T Nexus Loss timer has been created for the destination SAS address, and there is no connection
established with the destination SAS address, then this state shall check the I_T Nexus Loss timer, and:

a) ifthe |_T Nexus Loss timer is not running, then this state shall start the timer;

b) ifthe |_T Nexus Loss timer is running, then this state shall not stop the timer; and

c) ifthe |_T Nexus Loss timer has expired, then this state shall process the Retry Open message as if it
were an Unable To Connect message (see 8.2.2.3.4).

If this state receives a Retry Open (Pathway Blocked) message, an |_T Nexus Loss timer has been created
for the SAS address, and there is no connection established with the destination SAS address, then this state
shall check the |_T Nexus Loss timer, and:

a) ifthe |_T Nexus Loss timer is running, then this state shall not stop the timer; and
b) ifthe |_T Nexus Loss timer has expired, then this state shall process the Retry Open message as if it
were an Unable To Connect message (see 8.2.2.3.4).

If this state receives a Retry Open (Retry) and an |_T Nexus Loss timer is running for the destination SAS
address, then this state shall:

a) stop the |_T Nexus Loss timer (if the timer has been running); and
b) initialize the |_T Nexus Loss timer.

This state shall create a pending Tx Open message if:

a) this state has a pending Tx Frame message or has received a Retry Open message;

b) this state has fewer pending Tx Open messages than the number of PL_PM state machines (i.e., the
number of phys in the port);

c) there is no pending Tx Open message for the destination SAS address; and

d) there is no connection established with the destination SAS address.

This state may create a pending Tx Open message if:

a) this state has a pending Tx Frame message, or this state has received a Retry Open message and
has not processed the message by sending a confirmation; and
b) this state has fewer pending Tx Open messages than the number of PL_PM state machines.

This state shall have no more pending Tx Open messages than the number of PL_PM state machines.

If this state receives a Retry Open message and there are pending Tx Frame messages for which pending Tx
Open messages have not been created, then this state should create a pending Tx Open message from the
Retry Open message.

If this state does not create a pending Tx Open message from a Retry Open message (e.g., the current
number of pending Tx Open messages equals the number of phys), then this state shall discard the Retry
Open message. This state may create a new pending Tx Open message at a later time for the pending Tx
Frame message that resulted in the Retry Open message.
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If this state receives a Retry Open (Opened By Destination) message and the initiator and protocol arguments
match those in the Tx Open messages that resulted in the Retry Open message, then this state may discard
the Retry Open message and use the established connection to send pending Tx Frame messages as Tx
Frame messages to the destination SAS address. If this state receives a Retry Open (Opened By
Destination) message, then, if this state has a pending Tx Open slot available, this state may create a pending
Tx Open message from the Retry Open message.

NOTE 27 - If a connection is established by another port as indicated by a Retry Open (Opened By Desti-
nation) message, credit may not be granted for frame transmission. In this case this state may create a
pending Tx Open message from a Retry Open message in order to establish a connection where credit is
granted.

This state shall send a pending Tx Open message as a Tx Open message to a PL_PM state machine that has
an enabled phy and does not have a connection established. If there is more than one pending Tx Open
message, this state should send a Tx Open message for the pending Tx Open message that has been
pending for the longest time first.

If this state creates a pending Tx Open message from one of the following messages:

a) a Retry Open (Opened By Destination);
b) a Retry Open (Opened By Other); or
c) aRetry Open (Pathway Blocked),

then this state shall:

a) create an Arbitration Wait Time timer for the pending Tx Open message;

b) setthe Arbitration Wait Time timer for the pending Tx Open message to the arbitration wait time
argument from the Retry Open message; and

c) start the Arbitration Wait Time timer for the pending Tx Open message.

When a pending Tx Open message is sent to a PL_PM state machine as a Tx Open message, the Tx Open
message shall contain the following arguments to be used in an OPEN address frame:

a) initiator bit from the Transmit Frame request;

b) protocol from the Transmit Frame request;

c) connection rate from the Transmit Frame request;

d) initiator connection tag from the Transmit Frame request;
e) destination SAS address from the Transmit Frame request;
f) source SAS address from the Transmit Frame request;

g) pathway blocked count; and

h) arbitration wait time.

If this state creates a pending Tx Open message from one of the following:

a) a Transmit Frame request;

b) a Retry Open (No Destination) message;

c) aRetry Open (Open Timeout Occurred) message; or
d) a Retry Open (Retry) message,

then this state shall:

a) setthe pathway blocked count argument in the Tx Open message to zero; and
b) set the arbitration wait time argument in the Tx Open message to zero or a vendor-specific value less
than 8000h (see 7.12.3).

If a pending Tx Open message was created as the result this state receiving a Retry Open (Pathway Blocked)
message, then this state shall set the pathway blocked count argument in the Tx Open message to the value
of the pathway blocked count argument received with the message plus one, unless the pathway blocked
count received with the argument is FFh.

If a pending Tx Open message was created as the result of this state receiving one of the following:

a) a Retry Open (Opened By Destination) message;
b) a Retry Open (Opened By Other) message; or
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c) aRetry Open (Pathway Blocked) message;

then this state shall set the arbitration wait time argument in the Tx Open message to be the value from the
Arbitration Wait Time timer created as a result of the Retry Open message.

After this state sends a Tx Open message, this state shall discard the pending Tx Open message from which
the Tx Open messages was created. After this state discards a pending Tx Open message, this state may
create a new pending Tx Open message.

If this state receives a Connection Opened message and the initiator and protocol arguments match those in
any pending Tx Frame messages, then this state may use the established connection to send pending Tx
Frame messages as Tx Frame messages to the destination SAS address.

8.2.2.3.3 PL_OC2:Overall_Control state connection established

If this state receives a Connection Opened message or a Retry Open (Opened By Destination) message for a
SAS address, and an |_T Nexus Loss timer has been created for the SAS address, then this state shall:

a) stop the |_T Nexus Loss timer for the SAS address (if the timer has been running); and
b) initialize the |_T Nexus Loss timer.

8.2.2.3.4 PL_OC2:Overall_Control state unable to establish a connection

If this state receives a Retry Open (No Destination), Retry Open (Open Timeout Occurred), or Retry Open
(Pathway Blocked) message and the |_T Nexus Loss timer for the SAS address has expired, then this state
shall perform the following:

a) delete the |_T Nexus Loss timer for the SAS address;

b) discard the Retry Open message;

c) send a Transmission Status (I_T Nexus Loss) confirmation for the pending Tx Frame message from
which the Retry Open message resulted;

d) discard the pending Tx Frame message from which the Retry Open message resulted;

e) if this state has any pending Tx Frame messages with the same destination SAS address and
protocol as the Retry Open message, and this state has not sent a Tx Open message to a PL_PM
state machine for the messages, then this state shall send a Transmission Status (I_T Nexus LosS)
confirmation for each pending Tx Frame message and discard the pending Tx Frame messages and
any corresponding pending Tx Open messages; and

f) if this state has any pending Tx Frame messages with the same destination SAS address and
protocol as the Retry Open message, and this state has sent a Tx Open message to a PL_PM state
machine for a message, then this state shall send a Cancel Open message to each PL_PM state
machine to which it has sent a Tx Open message. After receiving an Unable To Connect (Cancel
Acknowledge) message from a PL_PM state machine in response to the Cancel Open message, then
this state shall send a Transmission Status (I_T Nexus Loss) confirmation for each pending Tx Frame
message and discard the pending Tx Frame messages and any corresponding pending Tx Open
messages.

If this state receives a Retry Open (No Destination), Retry Open (Open Timeout Occurred), or Retry Open
(Pathway Blocked) message and processes it as an Unable To Connect message, or this state receives an
Unable To Connect message, then this state shall send a Transmission Status confirmation as defined in table
88.
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Table 88 — Confirmations from Unable To Connect or Retry Open messages

Message received Confirmation to be sent to transport layer

Transmission Status (I_T Nexus Loss) if the
|_T Nexus Loss timer for the SAS address has
expired, or Transmission Status (No
Destination) if it has not

Retry Open (No Destination)

Transmission Status (I_T Nexus Loss) if the
I_T Nexus Loss timer for the SAS address has
expired, orTransmission Status (Open Timeout
Occurred) if it has not

Retry Open (Open Timeout Occurred)

Transmission Status (I_T Nexus Loss) if the

Retry Open (Pathway Blocked) |_T Nexus Loss timer for the SAS address has
expired

Unable to Connect (Bad Destination) Transmission Status (Bad Destination)

Unable To Connect (Break Received) Transmission Status (Break Received)

Unable To Connect (Connection Rate Not Transmission Status (Connection Rate Not

Supported) Supported)

Unable To Connect (Port Layer Request) Transmission Status (Cancel Acknowledge)

Unable To Connect (Protocol Not Supported) Transmission Status (Protocol Not Supported)

Unable To Connect (STP Resources Busy) Transmission Status (STP Resources Busy)

Unable To Connect (Wrong Destination) Transmission Status (Wrong Destination)

If this state receives an Unable To Connect (Connection Rate Not Supported), Unable To Connect (Protocol
Not Supported), or Unable To Connect (STP Resources Busy) message and an |_T Nexus Loss timer is
running for the SAS address, then this state shall:

a) stopthe |_T Nexus Loss timer (if the timer has been running); and
b) initialize the |_T Nexus Loss timer.

This state shall discard the pending Tx Frame message for which the Transmission Status confirmation was
sent.
8.2.2.3.5 PL_0OC2:Overall_Control state connection management

If this state receives an Accept_Reject Opens request, then this state shall send an Accept_Reject Opens
message to all phys in the port.

If this state receives an SMP Transmit Break request, then this state shall send an SMP Transmit Break
message to the PL_PM state machine associated with the corresponding SMP transport state machine. If
there is no PL_PM state machine associated with the request, the PM_OC state shall ignore the request.

If this state receives a Connection Closed message indicating that a connection with a destination SAS
address is no longer open and this state has pending Tx Open messages, then this state may send a Tx Open
message to the PL_PM state machine that sent the Connection Closed message.

If this state is in a wide SSP port, then this state shall not reject an incoming connection request on one phy
because it has an outgoing connection request on another phy.

If this state is in an SSP port, has no pending Tx Frame messages for a destination SAS address with which a
PL_PM state machine has established a connection, and the connection was established by a message from
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this state, then this state shall send a Close Connection message to the PL_PM state machine. If this state is
in an SSP port, has no pending Tx Frame messages for a destination SAS address with which a PL_PM state
machine has established a connection, and the connection was established by the destination, then this state
may wait a vendor-specific time and then shall send a Close Connection message to the PL_PM state
machine. If this state has received a Disable Tx Frame message from a PL_PM state machine, then this state
should send a Close Connection message to the PL_PM state machine.

8.2.2.3.6 PL_OC2:Overall_Control state frame transmission

In order to prevent livelocks, If this state is in a wide SSP port, has multiple connections established, and has
a pending Tx Frame message, then this state shall send at least one Tx Frame message to a PL_PM state
machine before sending a Close Connection message to the PL_PM state machine.

After this state receives a Connection Opened message from a PL_PM state machine, this state selects
pending Tx Frame messages for the destination SAS address with the same initiator bit and protocol
arguments, and, as an option, the same connection rate argument, and sends the messages to the PL_PM
state machine as Tx Frame messages.

This state may send a Tx Frame message to any PL_PM state that has established a connection with the
destination SAS address when the initiator and protocol arguments match those in the Tx Frame message.

This state may send a Tx Frame message containing a COMMAND frame for a destination SAS address to a
PL_PM state machine while waiting for one of the following messages for Tx Frame messages containing
COMMAND frames for the same destination SAS address from different PL_PM state machines:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

This state shall not send a Tx Frame message containing a TASK frame for a task that only affects an
I_T L Qnexus (e.g., an ABORT TASK or QUERY TASK task management function (see SAM-3)) until this
state has received one of the following messages for each Tx Frame message with the same |_T_L_Q nexus:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

This state shall not send a Tx Frame message containing a TASK frame for a task that only affectsan |_T_L
nexus (e.g., an ABORT TASK SET, CLEAR TASK SET, CLEAR ACA, or LOGICAL UNIT RESET task
management function (see SAM-3)) until this state has received one of the following messages for each Tx
Frame message with the same |_T_L nexus:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

This state shall not send a Tx Frame message containing a TASK frame for a task that only affectsan |_ T
nexus until this state has received one of the following messages for each Tx Frame message with the same
I_T nexus:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

The following arguments shall be included with the Tx Frame message:

a) the frame to be transmitted; and
b) Balance Required or Balance Not Required.
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A Balance Not Required argument shall only be included if:

a) the request was a Transmit Frame (Non-Interlocked) request (i.e., the request included a DATA
frame); and

b) the last Tx Frame message sent to this PL_PM state machine while this connection has been estab-
lished was for a DATA frame having the same logical unit number and tag value as the DATA frame in
this Tx Frame message.

If a Balance Not Required argument is not included in the Tx Frame message, then a Balance Required
argument shall be included.

Once this state has sent a Tx Frame message containing a DATA frame to a PL_PM state machine, this state
shall not send a Tx Frame message containing a DATA frame with the same |_T_L_Q to another PL_PM state
machine until this state has received one of the following messages for each Tx Frame message containing a
DATA frame for the same |_T_L_Q nexus:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

Read DATA frames and write DATA frames for the same |_T_L_Q nexus may be transmitted and received
simultaneously on the same or different phys.

If this state is in an SMP initiator port, then this state shall send the Tx Frame message containing the SMP
REQUEST frame to the PL_PM state machine on which the connection was established for the Tx Open
message. If this state is in an SMP target port, then this state shall send the Tx Frame message containing
the SMP REQUEST frame to the PL_PM state machine on which the connection was established for the Tx
Open message. See 7.18 for additional information about SMP connections.

Characteristics of STP connections are defined by SATA (also see 7.17).

If this state receives a Disable Tx Frames message from a PL_PM state machine, then this state should send
no more Tx Frame messages to that state machine.

8.2.2.3.7 PL_OC2:Overall_Control state frame transmission cancellations

Cancel requests cause this state to cancel previous Transmit Frame requests. A Cancel request includes the
following arguments:

a) the destination SAS address; and
b) the tag.

If this state receives a Cancel request and a Tx Frame message for the Transmit Frame request has not been
sent to a PL_PM state machine, then this state shall:

a) discard the Transmit Frame request; and
b) send a Transmission Status (Cancel Acknowledge) confirmation to the transport layer.

If this state receives a Cancel request and a Tx Frame message for the Transmit Frame request has been
sent to a PL_PM state machine, then this state shall discard the request.

8.2.2.3.8 Transition PL_OC2:Overall_Control to PL_OC1:Idle

This transition shall occur after:

a) sending a HARD_RESET Received confirmation to the link layer; or
b) a Phy Disabled confirmation is received from all of the link layers in the port;
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8.2.3 PL_PM (port layer phy manager) state machine

8.2.3.1 PL_PM state machine overview

A PL_PM state machine:

a) receives messages from the PL_OC state machine;
b) sends requests to the link layer;

c) receives confirmations from the link layer;

d) sends confirmations to the transport layer;

e) sends messages to PL_OC state machine;

f) has an Arbitration Wait Time timer;

g) may have a Bus Inactivity Time Limit timer; and

h) may have Maximum Connect Time Limit timer.

This state machine consist of the following states:

a) PL_PMz1:ldle (see 8.2.3.2) (initial state);
b) PL_PM2:RegWait (see 8.2.3.3);

c) PL_PMa3:Connected (see 8.2.3.4); and

d) PL_PM4:Wait_For_Close (see 8.2.3.5).

After power on this state machine shall start in the PL_PMZ1.:ldle state.

This state machine shall maintain the timers listed in Table 89.

Table 89 — PL_PM state machine timers

Timer

Initial value

Bus Inactivity Time Limit
timer

The value in the BUs INACTIVITY TIME LIMIT field in the Disconnect-Reconnect
mode page (see 10.2.6.1).

Maximum Connect Time
Limit timer

The value in the MAXIMUM CONNECT TIME LIMIT field in the
Disconnect-Reconnect mode page (see 10.2.6.1).
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Figure 107 shows part 1 of the PL_PM state machine.
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Figure 107 — PL_PM (port layer phy manager) state machine (part 1)
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Figure 108 shows part 2 of the PL_PM state machine.
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Figure 108 — PL_PM (port layer phy manager) state machine (part 2)

8.2.3.2 PL_PML1:ldle state

8.2.3.2.1 PL_PM1:ldle state description

This is the initial state of the PL_PM state machine.
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8.2.3.2.2 Transition PL_PM1:ldle to PL_PM2:Req_Wait
This transition shall occur after:

a) a Phy Enabled confirmation is received; and
b) a Tx Open message is received.

8.2.3.2.3 Transition PL_PM1:ldle to PL_PM3:Connected

This transition shall occur after a Connection Opened confirmation is received.
8.2.3.3 PL_PM2:Reqg_Wait state

8.2.3.3.1 PL_PM2:Req_Wait state overview

This state sends an Open Connection request to the link layer and waits for a confirmation. This state sends
and receives connection management messages to and from the PL_OC state machine.

If this state receives a HARD_RESET Received confirmation, then this state shall terminate all operations.

8.2.3.3.2 PL_PM2:Req_Wait establishing a connection
After this state receives a Tx Open message, this state shall:

a) create an Arbitration Wait Time timer;

b) initialize the Arbitration Wait Time timer to the arbitration wait time argument received with the Tx
Open message;

c) start the Arbitration Wait Time timer; and

d) send an Open Connection request to the link layer.

The Open Connection request shall contain the following arguments from the Tx Open message to be used in
an OPEN address frame:

a) initiator bit;

b) protocol;

C) connection rate;

d) initiator connection tag;
e) destination SAS address;
f) source SAS address; and
g) pathway blocked count;
h) arbitration wait time.

8.2.3.3.3 PL_PM2:Req_Wait connection established

If this state receives a Connection Opened confirmation, then this state shall send a Connection Opened
message to the PL_OC state machine.

If this state receives a Connection Opened confirmation and the confirmation was not in response to an Open
Connection request from this state (i.e., the connection was established in response to an OPEN address
frame from another device), then this state shall discard any Open Connection request and send a Retry
Open message to the PL_OC state machine. If the Connection Opened confirmation was from the destination
of the Open Connection request, then this state shall send a Retry Open (Opened By Destination) message. If
the Connection Opened confirmation was from a destination other than the destination of the Open
Connection request, then this state shall send a Retry Open (Opened By Other) message.

A Retry Open (Opened By Destination) or Retry Open (Opened By Other) message shall contain the following
arguments:

a) initiator bit set to the value received with the Tx Open message;

b) protocol set to the value received with the Tx Open message;

C) connection rate set to the value received with the Tx Open message;

d) initiator connection tag set to the value received with the Tx Open message;
e) destination SAS address set to the value received with the Tx Open message;
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f) source SAS address set to the value received with the Tx Open message;
g) pathway blocked count argument set to the value received with the Tx Open message; and
h) arbitration wait time set to the value of the Arbitration Wait Time timer.

8.2.3.3.4 PL_PM2:Req_Wait unable to establish a connection

If this state receives an Open Failed confirmation, then this state shall send either a Retry Open message or
an Unable To Connect message to the PL_OC state machine.

Table 90 defines the message to be sent for each Open Failed confirmation.

Table 90 — Messages from Open Failed confirmations

Confirmation received Message to be sent to PL_OC
Open Failed (Pathway Blocked) Retry Open (Pathway Blocked)

Open Failed (Retry) Retry Open (Retry)

Open Failed (No Destination) Retry Open (No Destination)

Open Failed (Bad Destination) Unable To Connect (Bad Destination)
Open Failed (Break Received) Unable To Connect (Break Received)

Open Failed (Connection Rate Not Supported) Unable To Connect (Connection Rate Not

Supported)
Open Failed (Protocol Not Supported) Unable To Connect (Protocol Not Supported)
Open Failed (STP Resources Busy) Unable To Connect (STP Resources Busy)
Open Failed (Wrong Destination) Unable To Connect (Wrong Destination)

A Retry Open message shall include the following arguments:

a) initiator bit set to the value received with the Tx Open message;

b) protocol set to the value received with the Tx Open message;

c) connection rate set to the value received with the Tx Open message;

d) initiator connection tag set to the value received with the Tx Open message;

e) destination SAS address set to the value received with the Tx Open message;

f) source SAS address set to the value received with the Tx Open message;

g) pathway blocked count argument set to the value received with the Tx Open message; and
h) arbitration wait time set to the value of the Arbitration Wait Time timer.

An Unable To Connect message shall include the following arguments:

a) initiator connection tag set to the value received with the Tx Open message;

b) destination SAS address set to the value received with the Tx Open message; and

C) source SAS address set to the value received with the Tx Open message.
8.2.3.3.5 PL_PM2:Req_Wait connection management

If this state receives a Cancel Open message and a Connection Opened confirmation has not been received,
then this state shall send a Stop Arb request to the link layer.

If this state receives a Connection Closed confirmation, then this state shall send a Connection Closed
message to the PL_OC state machine.

If this state receives a Done Timeout confirmation, then this state shall send a Connection Closed message to
the PL_OC state machine.
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8.2.3.3.6 Transition PL_PM2:Req_Wait to PL_PM1:Idle
This transition shall occur after:

a) a Retry Open message is sent to the PL_OC state machine;
b) an Unable To Connect message is sent to the PL_OC state machine;
c) all operations have been terminated after a HARD_RESET Received confirmation is received; or
d) a Phy Disabled confirmation is received.
8.2.3.3.7 Transition PL_PM2:RegWait to PL_PM3:Connected

This transition shall occur after a Connection Opened confirmation is received.

8.2.3.3.8 Transition PL_PM2:Req_Wait to PL_PM4:Wait_For_Close

This transition shall occur after one of the following confirmations is received:
a) an Open Failed (Open Timeout Occurred); or
b) an Open Failed (Port Layer Request).

8.2.3.4 PL_PM3:Connected state

8.2.3.4.1 PL_PM3:Connected state description

If the protocol for the connection is SSP, and this state is in an SSP target port, and the value in the MAXIMUM
CONNECT TIME LIMIT field in the Disconnect-Reconnect mode page (see 10.2.6.1) is not zero, then, upon entry
into this state, this state shall:

a) create a Maximum Connect Time Limit timer;
b) initialize the Maximum Connect Time Limit timer; and
c) start the Maximum Connect Time Limit timer.

If the protocol for the connection is SSP, and this state is in an SSP target port, and the value in the MAXIMUM
CONNECT TIME LIMIT field in the Disconnect-Reconnect mode page (see 10.2.6.1) is zero, then this state shall
not create a Maximum Connect Time Limit timer (i.e., there is no maximum connect time limit).

Other SAS ports may implement a Maximum Connect Time Limit timer in a vendor-specific manner.

If the protocol for the connection is SSP, and this state is in an SSP target port, and the value in the Bus
INACTIVITY TIME LIMIT field in the Disconnect-Reconnect mode page (see 10.2.6.1) is not zero, then, upon entry
into this state, this state shall:

a) create a Bus Inactivity Time Limit timer;
b) initialize the Bus Inactivity Time Limit timer; and
c) not start the Bus Inactivity Time Limit timer.

If the protocol for the connection is SSP, and this state is in an SSP target port, and the value in the Bus
INACTIVITY TIME LIMIT field in the Disconnect-Reconnect mode page (see 10.2.6.1) is zero, then this state shall
not create a Bus Inactivity Time Limit timer (i.e., there is no maximum bus inactivity time limit).

Other SAS ports may implement a Bus Inactivity Time Limit timer in a vendor-specific manner.

If a Bus Inactivity Time Limit timer has been created and this state receives a Tx Frame message, then this
state shall:

a) stop the Bus Inactivity Time Limit timer, if it is running; and
b) initialize the Bus Inactivity Time Limit timer.

If this state receives a Tx Frame message, this state shall send a Tx Frame request to the link layer. The
following arguments from the Tx Frame message shall be included with the Tx Frame request:

a) the frame to be transmitted; and
b) if this state is in an SSP port, Balance Required or Balance Not Required.

For STP connections, this state connects the STP transport layer to the STP link layer.
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If a Bus Inactivity Time Limit timer has been created and this state receives an ACK Received or NAK
Received confirmation, then this state shall start the Bus Inactivity Time Limit timer. If the Bus Inactivity Time
Limit timer expires before this state receives a Tx Frame message, then this state shall send a Close
Connection request.

If a Maximum Connect Time Limit timer has been created and this state receives an ACK Received or NAK
Received confirmation, then this state shall check the Maximum Connect Time Limit timer. If the Maximum
Connect Time Limit timer has expired, then this state shall send a Close Connection request.

If this state receives a Tx Frame message after sending a Close Connection request but before receiving a
Connection Closed confirmation, then this state shall send a Retry Frame message to the PL_OC state
machine.

If this state receives a Frame Received confirmation, then this state shall send a Frame Received
confirmation to the transport layer. The confirmation shall include the arguments received with the
confirmation (e.g., the frame).

If this state receives an ACK Transmitted confirmation, then this state shall send an ACK Transmitted
confirmation to the transport layer.

If this state receives a Frame Transmitted confirmation, then this state shall send a Transmission Status
(Frame Transmitted) confirmation to the transport layer.

If this state receives an ACK Received confirmation, then this state shall send a Transmission Status (ACK
Received) confirmation to the transport layer.

If this state receives a NAK Received confirmation, then this state shall send a Transmission Status (NAK
Received) confirmation to the transport layer.

If this state receives an ACK/NAK Timeout confirmation, then this state shall send a Transmission Status
(ACK/NAK Timeout) confirmation to the transport layer.

If this state receives a Cancel Open message from the PL_OC state machine, then this state shall send a
Close Connection request to the link layer.

If this state receives a Connection Closed confirmation after sending a Transmission Status (Frame
Transmitted) confirmation, but before this state receives an ACK Received or NAK Received confirmation,
then this state shall send a Transmission Status (Connection Lost Without ACK/NAK) confirmation to the
transport layer.

If this state receives a Connection Closed confirmation after sending a Transmit Frame request but before
receiving a Frame Transmitted confirmation, then this state shall send a Retry Frame message to the PL_OC
state machine.

If this state receives a Credit Timeout confirmation, then this state shall send a Retry Frame message to the
PL_OC state machine.

A Retry Frame message shall include the following arguments from the Tx Frame message:

a) initiator bit;

b) protocaol;

C) connection rate;

d) initiator connection tag;
e) destination SAS address;
f) source SAS address; and
g) frame.

If this state receives a Done Received (ACK/NAK Timeout) or Done Transmitted, then this state shall send a
Disable Tx Frames message to the PL_OC state machine.

If this state receives a Connection Closed confirmation, then this state shall send a Connection Closed
message to the PL_OC state machine. If this state receives a Connection Closed confirmation during an SMP
connection, this state shall send a Connection Closed confirmation to the transport layer.
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If this state receives a HARD_RESET Received confirmation, then this state machine shall terminate all
operations.

8.2.3.4.2 Transition PL_PM3:Connected to PL_PM1:ldle
This transition shall occur after:

a) a Connection Closed message is sent to the PL_OC state machine; or
b) all operations are terminated after a HARD_RESET Received confirmation is received.

8.2.3.5 PL_PM4:Wait_For_Close state

8.2.3.5.1 PL_PM4:Wait_For_Close state description

After this state receives a Connection Closed confirmation, and if this state was entered as the result of the
PL_PM2:Req_Wait state receiving an Open Failed (Open Timeout Occurred) confirmation, then this state
shall send a Retry Open (Open Timeout Occurred) message to the PL_OC state machine. The Retry Open
message shall include the following arguments:

a) initiator bit set to the value received with the Tx Open message;

b) protocol set to the value received with the Tx Open message;

C) connection rate set to the value received with the Tx Open message;

d) initiator connection tag set to the value received with the Tx Open message;

e) destination SAS address set to the value received with the Tx Open message;

f) source SAS address set to the value received with the Tx Open message;

g) pathway blocked count argument set to the value received with the Tx Open message; and
h) arbitration wait time set to the value of the Arbitration Wait Time timer.

If this state receives a Connection Closed confirmation during an SMP connection, this state shall send a
Connection Closed confirmation to the transport layer.

After this state receives a Connection Closed confirmation, and if this state was entered after the
PL_PM2:Req_Wait state received an Open Failed (Port Layer Request) confirmation (i.e., as the result of the
PL_PM2:Req_Wait state sending a Stop Arb request), then this state shall send an Unable to Connect (Port
Layer Request) message to the PL_OC state machine.

The Unable To Connect message shall include the following arguments:

a) initiator connection tag set to the value received with the Tx Open message;
b) destination SAS address set to the value received with the Tx Open message; and
c) source SAS address set to the value received with the Tx Open message.

If this state receives a HARD_RESET Received confirmation, then this state shall terminate all operations.

8.2.3.5.2 Transition PL_PM4:Wait_For_Close to PL_PM1:ldle
This transition shall occur after:

a) a Retry Open or Unable To Connect message is sent to the PL_OC state machine; or
b) all operations are terminated after a HARD_RESET Received confirmation is received.

260 Working Draft Serial Attached SCSI (SAS)



18 April 2003 T10/1562-D Revision 3g

9 Transport layer

9.1 Transport layer overview

The transport layer defines frame formats. Transport layer state machines interface to the application layer
and port layer and construct and parses frame contents. For SSP, the transport layer only receives frames
from the port layer that are going to be ACKed by the link layer.
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9.2 SSP transport layer
9.2.1 SSP frame format
Table 91 defines the SSP frame format.
Table 91 — SSP frame format
Byte\Bit 7 5 4 3 2 1 0
0 FRAME TYPE
1 (MSB)
HASHED DESTINATION SAS ADDRESS
3 (LSB)
4 Reserved
5 (MSB)
HASHED SOURCE SAS ADDRESS
7 (LSB)
8 Reserved
9 Reserved
10 Reserved RETRANSMIT | Reserved
11 Reserved NUMBER OF FILL BYTES
12 Reserved
13
Reserved
15
16 (MSB)
TAG
17 (LSB)
18 (MSB)
TARGET PORT TRANSFER TAG
19 (LSB)
20 (MSB)
DATA OFFSET
23 (LSB)
24
INFORMATION UNIT
m
Fill bytes, if needed
n-3 (MSB)
CRC
n (LSB)
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Table 92 defines the FRAME TYPE field, which defines the format of the INFORMATION UNIT field.

Table 92 — FRAME TYPE field

T10/1562-D Revision 3g

Information
Code Name of frame Information unit Originator unit size Reference
(bytes)
0th DATA frame Data SSP Initiator portor| 4 4 4 gp4 9.2.2.4
SSP target port
05h XFER_RDY frame Transfer ready SSP target port 12 9.24.3
06h COMMAND frame Command SSP initiator port 28 10 284 9.24.1
07h RESPONSE frame Response SSP target port 24101024 9.2.4.5
16h TASK frame Task mana_lgement SSP initiator port 28 9.24.2
function
FOh - FFh Vendor specific
All others Reserved

The HASHED DESTINATION SAS ADDRESS field contains the hashed value (see 4.2.3) of the destination SAS
address. See 9.2.6.2.5 and 9.2.6.3.2 for transport layer requirements on checking this field.

The HASHED SOURCE SAS ADDRESS field contains the hashed value of the source SAS address. See 9.2.6.2.5
and 9.2.6.3.2 for transport layer requirements on checking this field.

The RETRANSMIT bit is set to one for RESPONSE frames under certain conditions (see 9.2.4.5) and shall be
set to zero for all other frame types. This bit indicates the frame is a retransmission after the SSP target port
failed in its previous attempt to transmit the frame.

The NUMBER OF FILL BYTES field indicates the number of fill bytes between the INFORMATION UNIT field and the
cRc field. The NUMBER OF FILL BYTES field shall be set to zero for all frame types except DATA frames (i.e., all
other frame types are already four-byte aligned).

The TAG field contains a value that allows the SSP initiator port to establish a context for commands and task
management functions.

For COMMAND and TASK frames, the SSP initiator port shall set the TAG field to a value that is unique for the
|_T nexus established by the connection (see 7.12). An SSP initiator port shall not reuse the same tag when
transmitting COMMAND or TASK frames to different LUNs in the same SSP target port; it may reuse a tag
when transmitting frames to different SSP target ports. The TAG field in a COMMAND frame contains the tag
defined in SAM-3. The TAG field in a TASK frame does not correspond to a SAM-3 tag, but corresponds to an
SAM-3 association (see 10.2.1). The tag space used in the TAG fields is shared across COMMAND and TASK
frames (e.qg., if a tag is used for a COMMAND frame, it is not simultaneously used for a TASK frame).

For DATA, XFER_RDY, and RESPONSE frames, the SSP target port shall set the TAG field to the tag of the
command or task management function to which the frame pertains.

The TARGET PORT TRANSFER TAG field provides an additional optional method for an SSP target port to
establish a write data context when receiving DATA frames while it has multiple XFER_RDY frames
outstanding. SSP target ports may set the TARGET PORT TRANSFER TAG field to any value when transmitting a
frame. SSP target ports that use this field should set the field in every XFER_RDY frame to a value that is
unique for the L_Q portion of the |_ T_L_Q nexus.

SSP initiator ports shall set the TARGET PORT TRANSFER TAG field as follows:

a) For each DATA frame that is sent in response to a XFER_RDY frame, the SSP initiator port shall set
the TARGET PORT TRANSFER TAG field to the value that was in the corresponding XFER_RDY frame;

b) For each DATA frame that is sent containing first burst data (see 9.2.2.4), the SSP initiator port shall
set the TARGET PORT TRANSFER TAG field to FFFFh; and

Working Draft Serial Attached SCSI (SAS) 263



T10/1562-D Revision 3g 18 April 2003

c) For frames other than DATA frames, the SSP initiator port shall set the TARGET PORT TRANSFER TAG
field to FFFFh.

For DATA frames, the DATA OFFSET field is described in 9.2.2.4. For all other frame types, the DATA OFFSET field
shall be ignored.

The INFORMATION UNIT field contains the information unit, the format of which is defined by the FRAME TYPE
field. The maximum size of the INFORMATION UNIT field is 1 024 bytes, making the maximum size of the frame
1 052 bytes (1 024 bytes of data + 24 bytes of header + 4 bytes of CRC).

Fill bytes shall be included after the INFORMATION UNIT field so the CRc field is aligned on a four byte boundary.
The number of fill bytes are indicated by the NUMBER OF FILL BYTES field. The contents of the fill bytes are
vendor specific.

The cRc field contains a CRC value (see 7.5) that is computed over the entire SSP frame prior to the crc field
including the fill bytes (i.e., all data dwords between the SOF and EOF). The crc field is checked by the link
layer (see 7.16), not the transport layer.

9.2.2 Information units

9.2.2.1 COMMAND information unit

Table 93 defines the command IU. The COMMAND frame is sent by an SSP initiator port to request that a
command be processed by a device server in a logical unit.

Table 93 — COMMAND information unit

Byte\Bit 7 6 5 4 3 2 1 0
0 (MSB)
LOGICAL UNIT NUMBER —_
7 (LSB)
8 Reserved
9 Reserved TASK ATTRIBUTE
10 Reserved
11 ADDITIONAL CDB LENGTH (n dwords) Reserved
12
CDB
27
28
ADDITIONAL CDB BYTES
27+nx4

The LOGICAL UNIT NUMBER field contains the address of the logical unit. The structure of the logical unit number
field shall be as defined in SAM-3. If the addressed logical unit does not exist, the task manager shall follow
the rules for selection of invalid logical units defined in SAM-3.
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The TASK ATTRIBUTE field is defined in table 94.

Table 94 — TASK ATTRIBUTE field

Code Task attribute Description
Requests that the task be managed according to the rules for a
000b SIMPLE simple task attribute (see SAM-3).
Requests that the task be managed according to the rules for a
001b HEAD OF QUEUE head of queue task attribute (see SAM-3).
Requests that the task be managed according to the rules for an
010b ORDERED ordered task attribute (see SAM-3).
011b Reserved
100b ACA Requests that the task be managed according to the rules for an
automatic contingent allegiance task attribute (see SAM-3).
101b-111b | Reserved

The ADDITIONAL CDB LENGTH field contains the length in dwords (four bytes) of the ADDITIONAL cDB field.

The cbB and ADDITIONAL CDB BYTES fields together contain the CDB to be interpreted by the addressed logical

unit. Any bytes between the end of the CDB and the end of the two fields shall be ignored (e.g., a six-byte

CDB occupies the first six bytes of the cDs field; the remaining ten bytes are ignored; and the ADDITIONAL CDB
BYTES field is not present).

The contents of the CDB are defined in the SCSI command standards (e.g., SPC-3).

9.2.2.2 TASK information unit

Table 95 defines the task management function IU. The TASK frame is sent by an SSP initiator port to request
that a task management function be processed by a task manager in a logical unit.

Table 95 — TASK information unit

Byte\Bit 7 6 5 4 3 2 1 0
0 (MSB)
LOGICAL UNIT NUMBER

7 (LSB)
8 Reserved
9 Reserved
10 TASK MANAGEMENT FUNCTION
11 Reserved
12 (MSB)

TAG OF TASK TO BE MANAGED
13 (LSB)
14

Reserved

27

The LOGICAL UNIT NUMBER field contains the address of the logical unit. The structure of the logical unit number
field shall be as defined in SAM-3. If the addressed logical unit does not exist, the task manager shall return a
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RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and its RESPONSE CODE field set to
INVALID LOGICAL UNIT.

Table 96 defines the TASK MANAGEMENT FUNCTION field.

Table 96 — Task management functions

Uses Uses
Task LOGICAL TT:;(OTZ
Code | management | UNIT BE Description
function NUMBER
field |WANAGED
field

The task manager shall perform the ABORT TASK task
management function with L set to the value of the

01h ABORT TASK yes yes LOGICAL UNIT NUMBER field and Q set to the value of the
TAG OF TASK TO BE MANAGED field (see SAM-3).
The task manager shall perform the ABORT TASK SET

02h ABOEE:ASK yes no task management function with L set to the value of the
LOGICAL UNIT NUMBER field (see SAM-3).
The task manager shall perform the CLEAR TASK SET

04h CLE@E;—ASK yes no task management function with L set to the value of the
LOGICAL UNIT NUMBER field (see SAM-3).

LOGICAL The task manager shall perform the LOGICAL UNIT

08h UNIT RESET yes no RESET task management function with L set to the value

of the LOGICAL UNIT NUMBER field (see SAM-3).
| 20h Reserved. 2

The task manager shall perform the CLEAR ACA task

40h CLEAR ACA yes no management function with L set to the value of the
LOGICAL UNIT NUMBER field (see SAM-3).
The task manager shall perform the QUERY TASK task
management function with L set to the value of the

80h QUERY TASK yes yes LOGICAL UNIT NUMBER field and Q set to the value of the
TAG OF TASK TO BE MANAGED field (see SAM-3).

All others | Reserved.
| 8 The TARGET RESET task management function defined in SAM-3 is not supported.

If TASK MANAGEMENT FUNCTION contains a reserved or unsupported value, the task manager shall return a

RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and its RESPONSE CODE field set to TASK
MANAGEMENT FUNCTION NOT SUPPORTED.

If TASK MANAGEMENT FUNCTION is set to ABORT TASK or QUERY TASK, the TAG OF TASK TO BE MANAGED field
specifies the TAG value from the COMMAND frame that contained the task to be aborted or checked. For all
other task management functions, the TAG OF TASK TO BE MANAGED field shall be ignored.
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9.2.2.3 XFER_RDY information unit

Table 97 defines the transfer ready IU. The XFER_RDY frame is sent by an SSP target port to request write
data from the SSP initiator port.

Table 97 — XFER_RDY information unit

Byte\Bit 7 6 5 4 3 2 1 0

0 (MSB)

REQUESTED OFFSET _
3 (LSB)
4 (MSB)

WRITE DATA LENGTH _
7 (LSB)
8

Reserved

11

The REQUESTED OFFSET field contains the application client buffer offset of the segment of write data the SSP
initiator port may transmit to the logical unit (using DATA frames). The requested offset shall be a multiple of
four (i.e., each DATA frame shall begin transferring data on a dword boundary). The REQUESTED OFFSET field
shall be zero for the first XFER_RDY frame of a command unless the FIRST BURST SIzE field in the
Disconnect-Reconnect mode page (see 10.2.6.1.5) is not set to zero.

In the initial XFER_RDY frame for a given command, the SSP target port shall set the requested offset to the
value indicated by the FIRST BURST sIzE field in the Disconnect-Reconnect mode page (see 10.2.6.1.5). If any
additional XFER_RDY frames are required, the REQUESTED OFFSET field shall be set to the value of the
previous XFER_RDY frame’s requested offset plus the previous XFER_RDY frame’s write data length.

The WRITE DATA LENGTH field contains the number of bytes of write data the SSP initiator port may transmit to
the logical unit (using DATA frames) from the application client buffer starting at the requested offset. The SSP
target port shall set the WRITE DATA LENGTH field to a value greater than or equal to 00000001h. If the value in
the MAXIMUM BURST SIZE field in the Disconnect-Reconnect mode page is not zero, the SSP target port shall
set the WRITE DATA LENGTH field to a value less than or equal to the value in the MAXIMUM BURST SIZE field (see
10.2.6.1.4).

If an SSP target port transmits a XFER_RDY frame containing a WRITE DATA LENGTH field that is not divisible
by four, the SSP target port shall not transmit any subsequent XFER_RDY frames for that command (i.e., only
the last XFER_RDY for a command may request a hon-dword multiple write data length).

9.2.2.4 DATA information unit

Table 98 defines the data IU. The DATA frame is sent by an SSP initiator port to deliver write data and is sent
by an SSP target port to deliver read data. The maximum size of the data IU is the maximum size of any IU in
an SSP frame (see 9.2.1). The minimum size of the data IU is one byte.

Table 98 — DATA information unit

Byte\Bit | 7 6 5 4 3 2 1 0

0

DATA
n-1

The DATA field contains the read or write data.
An SSP initiator port shall only transmit a DATA frame:

a) inresponse to an XFER_RDY frame; or
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b) after transmitting a COMMAND frame if the FIRST BURST SIZE field in the Disconnect-Reconnect mode
page is not zero (see 10.2.6.1.5).

If the value in the MAXIMUM BURST SIZE field on the Disconnect-Reconnect mode page is not zero, the
maximum amount of data that is transferred at one time by an SSP target port per |_T_L_Q nexus is limited by
the value in the MAXIMUM BURST SIZE field (see 10.2.6.1.4).

The DATA frame shall only contain write data for a single XFER_RDY frame.

If an SSP target port transmits a DATA frame containing a non-zero value in the NUMBER OF FILL BYTES field in
the frame header (see 9.2.1), the SSP target port shall not transmit any subsequent DATA frames for that
command (i.e., only the last read DATA frame for a command may have data with a length that is not a
multiple of four).

An SSP initiator port may set the NUMBER OF FILL BYTES field to a non-zero value in the last DATA frame that it
transmits in response to a XFER_RDY. An SSP initiator port shall set the NUMBER OF FILL BYTES field in the
frame header (see 9.2.1) to zero in all other DATA frames that it transmits.

NOTE 28 - Combined with the restrictions on WRITE DATA LENGTH in the XFER_RDY frame (see 9.2.2.3),
this ensures that only the last write DATA frame for a command may have data with a length that is not a
multiple of four).

An SSP initiator port shall not transmit a DATA frame for a given |_T_L_Q nexus after it has sent a TASK
frame that terminates that task (e.g., an ABORT TASK).

The DATA OFFSET field in the frame header (see 9.2.1) contains the application client buffer offset as described
by SAM-3. The data offset shall be a multiple of four (i.e., each DATA frame shall transfer data beginning on a
dword boundary).

The initial read DATA frame for a given command shall set the DATA OFFSET field to zero. If any additional read
DATA frames are required, the DATA OFFSET field shall be set to the value of the previous read DATA frame’s
data offset plus the previous read DATA frame’s data length.

The initial write DATA frame for a given command shall set the DATA OFFSET field to zero. If any additional write
DATA frames are required, the DATA OFFSET field shall be set to the value of the previous write DATA frame’s
data offset plus the previous write DATA frame’s data length.

9.2.2.5 RESPONSE information unit

9.2.2.5.1 RESPONSE information unit overview

Table 99 defines the response IU. The RESPONSE frame is sent by an SSP target port to deliver SCSI status
(e.g., GOOD or CHECK CONDITION) and sense data, or to deliver SSP-specific status (e.g., illegal frame

268 Working Draft Serial Attached SCSI (SAS)



18 April 2003 T10/1562-D Revision 3g

format). The maximum size of the RESPONSE frame is the maximum size of any IU in an SSP frame (see
9.2.1).

Table 99 — RESPONSE information unit

Byte\Bit 7 6 5 4 3 2 1 0

0

Reserved
9
10 Reserved DATAPRES
11 STATUS
12

Reserved
15
16 (MSB)

SENSE DATA LENGTH (n bytes) _
19 (LSB)
20 (MSB)
RESPONSE DATA LENGTH (m bytes) _
23 (LSB)
24
RESPONSE DATA
23+m
24+m
SENSE DATA
23+m+n

Table 100 defines the DATAPRES field, which indicates the format and content of the STATUS field, SENSE DATA
LENGTH field, RESPONSE DATA LENGTH field, RESPONSE DATA field, and SENSE DATA field.

Table 100 — DATAPRES field

Code Name Description Reference
00b NO DATA No data present 9.2.25.2
01b RESPONSE_DATA | Response data present 9.2.25.3
10b SENSE_DATA Sense data present 9.2.2.5.4
11b Reserved

The SSP target port shall return a RESPONSE frame with the DATAPRES field set to NO_DATA if a command
completes without sense data to return.

The SSP target port shall return a RESPONSE frame with the DATAPRES field set to RESPONSE_DATA in
response to every TASK frame and in response to errors that occur while the transport layer is processing a
COMMAND frame.

The SSP target port shall return a RESPONSE frame with the DATAPRES field set to SENSE_DATA if a
command completes with sense data to return (e.g., CHECK CONDITION status).

If the DATAPRES field is set to a reserved value, then the SSP initiator port shall discard the RESPONSE frame.
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9.2.2.5.2 RESPONSE information unit NO_DATA format
If the DATAPRES field is set to NO_DATA, then:

a)
b)

c)

the sTATUS field shall contain the status code for a command that has ended (see SAM-3 for a list of
status codes);

the SENSE DATA LENGTH field and the RESPONSE DATA LENGTH field shall be set to zero and shall be
ignored by the SSP initiator port; and

the SENSE DATA field and the RESPONSE DATA field shall not be present.

9.2.2.5.3 RESPONSE information unit RESPONSE_DATA format
If the DATAPRES field is set to RESPONSE_DATA, then:

a)

b)
c)

d)

the sTATUS field and the SENSE DATA LENGTH field shall be set to zero and shall be ignored by the SSP
initiator port;

the SENSE DATA field shall not be present;

the RESPONSE DATA LENGTH field shall be set to four. Other lengths are reserved for future
standardization; and

the RESPONSE DATA field shall be present.

Table 101 defines the RESPONSE DATA field, which contains information describing protocol failures detected
during processing of a request received by the SSP target port. The RESPONSE DATA field shall be present if
the SSP target port detects any of the conditions described by a non-zero RESPONSE CODE value and shall be

present for a RESPONSE frame sent in response to a TASK frame.
Table 101 — RESPONSE DATA field
Byte\Bit 7 6 5 4 3 2 1 0
0 Reserved
1 Reserved
2 Reserved
3 RESPONSE CODE

Table 102 defines the RESPONSE CODE field, which indicates the error condition or the completion status of a
task management function. See 10.2.1.5 and 10.2.1.13 for the mapping of these response codes to SCSI
service responses.
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Table 102 — RESPONSE CODE field

Code Description
00h TASK MANAGEMENT FUNCTION COMPLETE 2
02h INVALID FRAME
04h TASK MANAGEMENT FUNCTION NOT SUPPORTED 2
05h TASK MANAGEMENT FUNCTION FAILED 2
08h TASK MANAGEMENT FUNCTION SUCCEEDED @
09h INVALID LOGICAL UNIT NUMBER 2
All others | Reserved
a Only valid when responding to a TASK frame
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9.2.2.5.4 RESPONSE information unit SENSE_DATA format
If the DATAPRES field is set to SENSE_DATA, then:

a)
b)

c)
d)

e)

the sTATUS field shall contain the status code for a command that has ended (see SAM-3 for a list of
status codes);

the RESPONSE DATA LENGTH field shall be set to zero and shall be ignored by the initiator;

the RESPONSE DATA field shall not be present;

the SENSE DATA LENGTH field shall be set to a non-zero value indicating the number of bytes in the
SENSE DATA field. The value in the SENSE DATA LENGTH field shall not be larger than 1 000 (see table
92); and

the SENSE DATA field shall contain sense data (see SAM-3).

9.2.3 Sequences of SSP frames

Figure 109, figure 110, figure 111, and figure 112 show examples of the sequences of frames for single task
management functions and commands. Frames may be interleaved in any order when multiple commands
and/or task management functions are outstanding. Frames may be transmitted during one or more
connections (e.g., the COMMAND frame could be transmitted in a connection originated by the SSP initiator
port, and the DATA frames and RESPONSE frame transmitted in one or more connections originated by the
SSP target port). RESPONSE frames may be returned in any order (i.e., the order in which TASK frames and
COMMAND frames are sent has no effect on the order that RESPONSE frames are returned).

Figure 109 shows the sequence of SSP frames for a task management function, including the transport
protocol services (see 10.2.1) invoked by the SCSI application layer.

SSP initiator port SSP target port
Send Task Task
Management TASK frame ’ Management
Request () Request
Received ()
Received Task <« RESPONSE frame— Task
Management Management
Function Function
Executed () Executed ()
time ¥ Y time

Figure 109 — Task management function sequence of SSP frames
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Figure 110 shows the sequence of SSP frames for a write command, including the transport protocol services
(see 10.2.1) invoked by the SCSI application layer.

SSP initiator port

Send SCSI
Command ()

SSP
initiator port
replies to
XFER_RDY
with one or
more DATA
IUs

Command
Complete
Received ()

time

v

——COMMAND frame—p

<4 XFER_RDY frame

———DATA fram

4—RESPONSE frame——

SSP target port

SCSI Command Received ()

SSP target port
sends
XFER_RDY
frames and
receives DATA
frames until all
write data has
been
transferred

Receive Data Out ()

Data Out Received ()

Send Command Complete ()

' time

Figure 110 — Write command sequence of SSP frames

Figure 111 shows the sequence of SSP frames for a read command, including the transport protocol services
(see 10.2.1) invoked by the SCSI application layer.

SSP initiator port

Send SCSI
Command ()

Command
Complete
Received ()

time Y

—COMMAND frame—»

<4—DATA frame

SSP target port

SCSI Command Received ()

Send Data In () SSP target

port sends

Data In Delivered () DATA frames

<4RESPONSE frame—

until all read
data has been
transferred

Send Command Complete ()

' time

Figure 111 — Read command sequence of SSP frames
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Figure 112 shows the sequence of SSP frames for a bidirectional command, including the transport protocol

services (see 10.2.1) invoked by the SCSI application layer.

SSP init

Send SCSI
Command ()

SSP
initiator port
replies to
XFER_RDY
with one or
more DATA
IUs

Command
Complete
Received ()

time Y

iator port SSP target port

COMMAND frame——p

<4 XFER_RDY frame

— DATA frame _

: |
\ ‘

.

L ]

SCSI Command Received ()

Receive Data Out () SSP target

port sends
XFER_RD
> Y frames
D until all
. SSP target
Data Out Received () Write data portg
. has been
. chooses
. transferred
. how to
interleave

<4——DATA frame

\/

¢——RESPONSE frame

Send Data In ()

Data In Delivered ()

SSP target write data
portsends ~ andread
DATA data

frames until
all read data

has been
transferred

Send Command Complete ()

Figure 112 — Bidirectional command sequence of SSP frames

9.2.4 SSP transport layer handling of link layer errors

9.2.4.1 COMMAND frame

If an SSP initiator port transmits a COMMAND frame and does not receive an ACK or NAK (e.g., times out, or
the connection is broken) it shall transmit a QUERY TASK task management function in the next connection to
determine whether the command was received. If QUERY TASK returns a TASK MANAGEMENT FUNCTION
SUCCEEDED response, the SSP initiator port shall assume the COMMAND frame was ACKed. If QUERY

TASK returns a TASK MANAGEMENT FUNCTION COMPLETE response, and a RESPONSE frame has not

yet been received for that |_T_L_Q nexus, the SSP initiator port shall assume the command was NAKed or
lost and may reuse the tag (see 10.2.2).

9.2.4.2 TASK frame

If an SSP initiator port transmits a TASK frame and does not receive an ACK or NAK (e.g., times out, or the
connection is broken) it shall retransmit the TASK frame in a new connection (see 10.2.2).

9.2.4.3 XFER_RDY frame

If an SSP target port transmits an XFER_RDY frame and does not receive an ACK or NAK (e.g., times out, or
the connection is broken), it shall close the connection with DONE (ACK/NAK TIMEOUT) and return a

CHECK CONDITION status for that command with a sense key of ABORTED COMMAND and an additional
sense code of ACK/NAK TIMEOUT (see 10.2.3).
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If an SSP target port transmits an XFER_RDY frame and receives a NAK, it shall return a CHECK
CONDITION status for that command with a sense key of ABORTED COMMAND and an additional sense
code of NAK RECEIVED (see 10.2.3).

9.2.4.4 DATA frame

If an SSP target port transmits a DATA frame and does not receive an ACK or NAK (e.g., times out, or the

connection is broken), it shall close the connection with DONE (ACK/NAK TIMEOUT) and return a CHECK
CONDITION status for that command with a sense key of ABORTED COMMAND and an additional sense
code of ACK/NAK TIMEOUT (see 10.2.3).

If an SSP target port transmits a DATA frame and receives a NAK, it shall return a CHECK CONDITION status
for that command with a sense key of ABORTED COMMAND and an additional sense code of NAK
RECEIVED (see 10.2.3).

If an SSP initiator port transmits a DATA frame and does not receive an ACK or NAK (e.g., times out, or the
connection is broken), it shall abort the command (see 10.2.2).

If an SSP initiator port transmits a DATA frame and receives a NAK, it shall abort the command (see 10.2.2).

9.2.4.5 RESPONSE frame

If an SSP target port transmits a RESPONSE frame and does not receive an ACK or NAK (e.g., times out, or
the connection is broken), it shall try transmitting the RESPONSE frame again in a new connection. It shall do
this at least one time. The RETRANSMIT bit shall be set to one on each of the retries (see 9.2.6.3.3.8).

If an SSP target port transmits a RESPONSE frame and receives a NAK, it shall retry transmitting the
RESPONSE frame at least one time (see 9.2.6.3.3.8).

If an SSP initiator port receives a RESPONSE frame with a RETRANSMIT bit set to one, and it has previously
received a RESPONSE frame for the same |_T_L_Q nexus, it shall discard the extra RESPONSE frame. If it
has not previously received the RESPONSE frame, it shall treat it as the valid RESPONSE frame (see
10.2.2).

9.2.5 SSP transport layer error handling

9.2.5.1 SSP target port error handling

If an SSP target port receives an XFER_RDY frame or an unsupported frame type, it shall discard the frame
(see 9.2.6.3.2).

If an SSP target port receives a COMMAND frame and:

a) the frame is too short to contain a LUN field;
b) the frame is too short to contain a CDB; or
c) the ADDITIONAL CDB LENGTH field indicates the frame should be a different length,

the SSP target port shall return a RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and
the RESPONSE CODE set to INVALID FRAME (see 9.2.6.3.3.8).

If an SSP target port receives a TASK frame that is too short, it shall return a RESPONSE frame with the
DATAPRES field set to RESPONSE_DATA and the RESPONSE CODE set to INVALID FRAME (see 9.2.6.3.3.8).

If an SSP target port receives a COMMAND frame with a tag that is already in use, it may return a CHECK
CONDITION status with a sense key of ABORTED COMMAND and an additional sense code of
OVERLAPPED COMMANDS DETECTED (see 10.2.1.3).

If an SSP target port receives a TASK frame with a tag that is already in use, it may return a RESPONSE
frame with the DATAPRES field set to RESPONSE_DATA and the RESPONSE CODE set to INVALID FRAME (see
9.2.6.3.2).

If an SSP target port receives a DATA frame with an unknown tag, it shall discard the frame (see 9.2.6.3.2).
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If an SSP target port receives a TASK frame with an unknown logical unit number, it shall return a
RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and the RESPONSE CODE set to INVALID
LOGICAL UNIT (see 9.2.6.3.2)

If an SSP target port receives a COMMAND frame or TASK frame with a target port transfer tag set to a value
other than FFFFh, it may return a RESPONSE frame with the DATAPRES field set to RESPONSE_DATA and
the RESPONSE CODE set to INVALID FRAME (see 9.2.6.3.2).

If an SSP target port receives a DATA frame with an unknown target port transfer tag, it shall terminate the
command with a CHECK CONDITION status with a sense key of ABORTED COMMAND and an additional
sense code of INVALID TARGET PORT TRANSFER TAG RECEIVED (see 10.2.3).

If an SSP target port receives a DATA frame with more write data than expected, it shall discard the frame and
terminate the command with a CHECK CONDITION status with a sense key of ABORTED COMMAND and
an additional sense code of TOO MUCH WRITE DATA (see 10.2.3).

If an SSP target port receives a zero length DATA frame, it shall discard the frame and terminate the
command with a CHECK CONDITION status with a sense key of ABORTED COMMAND and an additional
sense code of INFORMATION UNIT TOO SHORT (see 10.2.3).

If an SSP target port receives a DATA frame with a data offset that was not expected, it shall discard that
frame and any subsequent DATA frames received for that command and, shall terminate the command with a
CHECK CONDITION status with a sense key of ABORTED COMMAND and an additional sense code of
DATA OFFSET ERROR (see 10.2.3).

9.2.5.2 SSP initiator port error handling

If an SSP initiator port receives a COMMAND or TASK frame or an unsupported frame type, it shall discard
the frame (see 9.2.6.2.5).

If an SSP initiator port receives a DATA, XFER_RDY, or RESPONSE frame with an unknown TAG (including a
tag for which it has sent a COMMAND or TASK frame but not yet received an ACK), it shall discard the frame.
It may then abort the command with that tag (see 9.2.6.2.5).

If an SSP initiator port receives an XFER_RDY frame that is not 12 bytes long, it shall discard the frame. It
may then abort the command (see 10.2.2).

If an SSP initiator port receives an XFER_RDY frame in response to a command with no write data, it shall
discard the frame. It shall then abort the command (see 10.2.2).

If an SSP initiator port receives an XFER_RDY frame requesting more write data than expected, it shall abort
the command (see 10.2.2).

If an SSP initiator port receives an XFER_RDY frame requesting zero bytes, it shall abort the command (see
10.2.2).

If an SSP initiator port receives an XFER_RDY frame with a requested offset that was not expected, it shall
abort the command (see 10.2.2).

If an SSP initiator port receives a DATA frame with more read data than expected, it shall discard the frame
and abort the command (see 10.2.2). It may receive a RESPONSE for the command before being able to
abort the command.

If an SSP initiator port receives a DATA frame with zero bytes, it shall discard the frame and abort the
command (see 10.2.2). It may receive a RESPONSE for the command before being able to abort the
command.

If an SSP initiator port receives a DATA frame with a data offset that was not expected, it shall discard that
frame and any subsequent DATA frames received for that command and abort the command (see 10.2.2). It
may receive a RESPONSE for the command before being able to abort the command.
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9.2.6 ST (transport layer for SSP ports) state machines

9.2.6.1 ST state machines overview
The ST state machines perform the following functions:

a) receive and process transport protocol service requests and transport protocol service responses
from the SCSI application layer;

b) receive and process other SAS connection management requests from the application layer;

c) send transport protocol service indications and transport protocol service confirmations to the SCSI
application layer;

d) send requests to the port layer to transmit frames and manage SAS connections; and

e) receive confirmations from the port layer.

The following confirmations between the ST state machines and the port layer:

f)  Transmission Status; and
g) Frame Received,;

include the following as arguments:

a) thetag;
b) the destination SAS address; and
c) the source SAS address;

and are used to route the confirmations to the correct ST state machines.
9.2.6.2 ST _I (transport layer for SSP initiator ports) state machines

9.2.6.2.1 ST _| state machines overview
The ST_I state machines are as follows:

a) ST_ISF (initiator send frame) state machine (see 9.2.6.2.2);

b) ST_IPD (initiator process data) state machine (see 9.2.6.2.3);

c) ST_IPR (initiator process response) state machine (see 9.2.6.2.4); and
d) ST_IFR (initiator frame router) state machine (see 9.2.6.2.5).
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Figure 113 shows the ST_I state machines.
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ST | (transport layer for SSP initiator ports) state machines
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Figure 113 — ST_| (transport layer for SSP initiator ports) state machines
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9.2.6.2.2 ST_ISF (initiator send frame) state machine

9.2.6.2.2.1 ST_ISF state machine overview

The ST_ISF state machine receives transport protocol service requests from the SCSI application layer,
receives XFER_RDY Arrived messages from the ST_IFR state machine, and constructs COMMAND, TASK,
or data-out DATA frames. The service request may be to process either a command or task management
function. This state machine also communicates with the port layer via requests and confirmations regarding
frame transmission, and may communicate to the ST_IPR state machine regarding service delivery
subsystem failures.

This state machine consists of the following states:

a) ST_ISF1:Send_Frame (see 9.2.6.2.2.2)(initial state);
b) ST_ISF2:Prepare_Command_Task (see 9.2.6.2.2.3); and
c) ST_ISF3:Prepare_Data_Out (see 9.2.6.2.2.4).

This state machine shall be started when a Send SCSI Command or a Send Task Management Request
transport protocol service request is received from the SCSI application layer or when an XFER_RDY Arrived
message is received.

9.2.6.2.2.2 ST_ISF1:Send_Frame state

9.2.6.2.2.2.1 State description

A Send SCSI Command transport protocol service request or a Send Task Management Request transport
protocol service request includes the following to be used in any OPEN address frames required to service
the request:

a) connection rate;
b) initiator connection tag; and
c) destination SAS address.

A Send SCSI Command transport protocol service request also includes the following to be used in any SSP
frame for the request:

a) logical unit number;

b) tag;

c) task attribute;

d) additional CDB length;
e) CDB;and

f) additional CDB bytes.

If the request is for a data-out command, then the request also includes the number of bytes for the first burst
size for the logical unit.

A Send Task Management Request transport protocol service request includes the following to be used in the
TASK frame:

a) logical unit number;

b) tag;

c) task management function; and
d) tag of task to be managed.

If this state machine was started as the result of receiving an XFER_RDY Arrived message, then:

a) If an XFER_RDY frame is not expected for the command (e.g., for a read command), then this state
shall discard the frame and shall send a Delivery Failure (XFER_RDY Not Expected) message to the
ST_IPR state machine. This state machine shall terminate if it sends the message;

b) If the length of the information unit is not 12 bytes, then this state shall discard the frame and shall
send a Delivery Failure (XFER_RDY Information Unit Too Short) message or Delivery Failure
(XFER_RDY Information Unit Too Long) to the ST _IPR state machine. This state machine shall
terminate after sending the message;
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c) If the length of the XFER_RDY information unit is 12 bytes and the write data length is zero or
exceeds the amount of data remaining to be transferred for the data-out command, then this state
shall send a Delivery Failure (XFER_RDY Incorrect Write Data Length) message to the ST_IPR state
machine. This state machine shall terminate after sending the message; or

d) |If the length of the XFER_RDY information unit is 12 bytes and the requested offset is not expected,
then this state shall send a Delivery Failure (XFER_RDY Requested Offset Error) message to the
ST_IPR state machine. This state machine shall terminate after sending the message.

If this state is entered from the ST_ISF2:Prepare_Command_Task state, then this state shall send a Transmit
Frame (Interlocked) request to the port layer.

If this state is entered from the ST_ISF3:Prepare_Data_Out state, then this state shall send a Transmit Frame
(Non-Interlocked) request to the port layer.

A Transmit Frame request shall include the SSP frame and the following to be used for any OPEN address
frame:

a) the initiator port bit set to one;

b) protocol set to SSP;

C) connection rate;

d) initiator connection tag;

e) destination SAS address; and

f) source SAS address set to the SAS address of the SSP initiator port.

After sending a Transmit Frame request to the port layer this state shall wait for a Transmission Status
confirmation. If the confirmation is not Transmission Status (Frame Transmitted), then this state shall send a
Delivery Failure (Service Delivery Subsystem Failure) message to the ST_IPR state machine. The Delivery
Failure message shall include:

a) any argument received with the Transmission Status confirmation; and
b) | T L xnexus information (i.e., destination SAS address and tag);

If the transmitted frame was a DATA frame, then this state shall transition to the ST_ISF3:Prepare_Data_Out
state after receiving a Transmission Status (Frame Transmitted) confirmation if there is more data to transfer.

After receiving a Transmission Status (Frame Transmitted) confirmation, the state machine shall expect one of
the following confirmations for the frame:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) Transmission Status (Connection Lost Without ACK/NAK).

If the transmitted frame was a COMMAND frame or TASK frame requiring a data-out operation, then the state
machine shall wait to receive a Transmission Status (ACK Received), Transmission Status (NAK Received),
Transmission Status (ACK/NAK Timeout), or Transmission Status (Connection Lost Without ACK/NAK)
confirmation before transitioning from this state. If the transmitted frame was a DATA frame, the state machine
may transition to ST_ISF3:Prepare_Data_Out as described in 9.2.6.2.2.2.4.

If a Transmission Status (NAK Received) confirmation is received, then this state shall send a Delivery Failure
(Service Delivery Subsystem Failure - NAK Received) message to the ST_IPR state machine.

If a Transmission Status (ACK/NAK Timeout) or Transmission Status (Connection Lost Without ACK/NAK)
confirmation is received, then this state shall send a Delivery Failure (Service Delivery Subsystem Failure -
Connection Failed) message to the ST_IPR state machine.

After sending a Delivery Failure message to the ST_IPR state machine, this state machine shall terminate.

This state may also send a Cancel request to the port layer to cancel a previous Transmit Frame request. A
Cancel request shall include the following arguments:

a) the destination SAS address; and
b) the tag.

This state machine shall terminate upon receipt of a Transmission Status (Cancel Acknowledge) confirmation.
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9.2.6.2.2.2.3 Transition ST_ISF1:Send_Frame to ST_ISF2:Prepare_Command_Task

This transition shall occur after receiving a Send SCSI Command or Send Task Management Request
transport protocol service request.

9.2.6.2.2.2.4 Transition ST_ISF1:Send_Frame to ST_ISF3:Prepare_Data_Out
This transition shall occur after:

a) receiving a Transmission Status (ACK Received) confirmation for a COMMAND frame for a data-out
operation if first burst is enabled;

b) receiving an XFER_RDY Arrived message followed by an ACK Transmitted confirmation, if the
XFER_RDY frame is valid (see 9.2.6.2.2.2.1); or

c) receiving a Transmission Status (Frame Transmitted) confirmation for a Transmit Frame
(Non-Interlocked) request if the number of data bytes that has been transmitted for the request is less
than the first burst size or the write data length specified in the XFER_RDY.

9.2.6.2.2.3 ST_ISF2:Prepare_Command_Task state

9.2.6.2.2.3.1 State description
This state shall construct either a COMMAND or TASK frame.

If the frame to be constructed is a COMMAND frame, then this state shall include the following values
received from the SCSI application layer in the frame:

a) logical unit number;

b) tag;

c) task attribute;

d) additional CDB length;
e) CDB;and

f) additional CDB bytes.

If the frame to be constructed is a TASK frame, then this state shall include the following values received from
the SCSI application layer in the frame:

a) logical unit number;

b) tag;

c) task management function; and
d) tag of task to be managed.

This state shall generate and include the following values in either a COMMAND or TASK frame:

a) frame type;
b) hashed destination SAS address;
c) hashed source SAS address;
d) retransmit bit set to zero; and
e) number of fill bytes.
9.2.6.2.2.3.2 Transition ST_ISF2:Prepare_Command_Task to ST_ISF1:Send_Frame

This transition shall occur after constructing a COMMAND or TASK frame.
9.2.6.2.2.4 ST_ISF3:Prepare_Data_Out state

9.2.6.2.2.4.1 State description

This state shall construct a DATA frame. This state shall include the following values in the frame, received
either from the SCSI application layer or included in an XFER_RDY Arrived message:

a) logical unit number;
b) tag;
c) target port transfer tag;
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d) data offset; and
e) data.

This state shall generate and include the following values in the frame:

a) frame type;
b) hashed destination SAS address;
c) hashed source SAS address;
d) retransmit bit set to zero;
e) number of fill bytes; and
f) fill bytes.
9.2.6.2.2.4.2 Transition ST_ISF3:Prepare_Data_Out to ST_ISF1:Send_Frame

This transition shall occur after constructing a DATA frame.

9.2.6.2.3 ST_IPD (initiator process data) state machine

The ST_IPD state machine receives and processes a message from the ST_IFR state machine containing a
DATA frame.

This state machine consists of one state.
This state machine shall be started when a Data-In Arrived message is received.
This state shall check the length and data offset of the DATA information unit.

If the length of the information unit is zero, then this state shall send a Delivery Failure (DATA Incorrect Read
Data Length) message to the ST_IPR state machine.

If the length of the information unit exceeds the amount of data remaining to be transferred for the data-in
command, then this state shall send a Delivery Failure (DATA Too Much Read Data) message to the ST_IPR
state machine.

If the data offset is not the expected offset, then this state shall send a Delivery Failure (DATA Offset Error)
message to the ST_IPR state machine.

If the DATA information unit is valid, this state shall process the data-in data.

This state machine shall terminate after sending a message or processing the data-in data.

9.2.6.2.4 ST_IPR (initiator process response) state machine

The ST_IPR state machine receives a message from the ST_IFR state machine containing a RESPONSE
frame or a message containing a service delivery subsystem failure from the ST_ISF state machine. This
state machine processes the RESPONSE frame or the service delivery subsystem failure and sends a
transport protocol service confirmation to the SCSI application layer.

This state machine consists of one state.

This state machine shall be started when a Response Arrived message is received or a Delivery Failure
message is received.
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If a Delivery Failure message is received, this state shall send a Command Complete Received or Received
Task Management Function — Executed confirmation to the SCSI application layer with the Service Response
argument set as indicated by table 103.

Table 103 — Delivery Failure to Command Complete Received mapping

Delivery Failure argument Command Complete Received (Service Response)

Service Delivery or Target Failure - XFER_RDY

XFER_RDY Information Unit Too Short Information Unit Too Short

Service Delivery or Target Failure - XFER_RDY

XFER_RDY Information Unit Too Long Information Unit Too Long

XFER_RDY Incorrect Write Data Service Delivery or Target Failure - XFER_RDY Incorrect
Length Write Data Length

Service Delivery or Target Failure - XFER_RDY Requested

XFER_RDY Requested Offset Error Offset Error

Service Delivery or Target Failure - XFER_RDY Not

XFER_RDY Not Expected Expected

Service Delivery or Target Failure - DATA Incorrect Data

DATA Incorrect Data Length Length

Service Delivery or Target Failure - DATA Too Much Read

DATA Too Much Read Data
Data

DATA Offset Error Service Delivery or Target Failure - DATA Offset Error

Service Delivery Subsystem Failure -

NAK Received Service Delivery or Target Failure - NAK Received

Service Delivery Subsystem Failure -

Connection Eailed Service Delivery or Target Failure - Connection Failed

If a Response Arrived message is received, this state shall check the length of the RESPONSE information
unit.

If the length of the information unit is not correct, then this state shall send a Command Complete Received
(Service Response = Service Delivery or Target Failure) or Received Task Management Function — Executed
(Service Response = Service Delivery or Target Failure) confirmation to the SCSI application layer. The
confirmation shall include the tag.

If the length is correct, this state shall send a Command Complete Received (Service Response = Task
Complete), Command Complete Received (Service Response = Linked Command Complete), or Received
Task Management Function — Executed (Service Response = Function Complete) transport protocol service
confirmation. The confirmation shall also include a Retransmit argument indicating the state of the RETRANSMIT
bit.

This state machine shall terminate after sending a confirmation.

9.2.6.2.5 ST_IFR (initiator frame router) state machine

The ST_IFR state machine receives confirmations from the port layer and, depending on the confirmation,
may send a message to the ST_ISF, ST_IPD, or ST_IPR state machines. This state machine receives
connection information from the port layer. This state machine also receives Accept_Reject OPENSs requests
from the SCSI application layer and sends these requests to the port layer.

This state machine consists of one state.

This state machine shall be started when:
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a) an Accept_Reject OPENSs request is received,;
b) a Frame Received confirmation is received; or
c) aHARD_RESET Received confirmation is received.

If this state machine was started as the result of receiving an Accept_Reject OPENs (Accept SSP) or
Accept_Reject OPENSs (Reject SSP) request, then this state shall send an Accept_Reject OPENSs request
along with the received argument to the port layer. This state machine shall terminate after sending an
Accept_Reject OPENSs request to the port layer.

If this state machine was started as the result of a Frame Received (ACK/NAK Balanced) or Frame Received
(ACK/NAK Not Balanced) confirmation, then this state shall check the frame type in the received frame. If the
confirmation was Frame Received (ACK/NAK Balanced) and the frame type is not XFER_RDY, RESPONSE,
or DATA, then this state machine shall discard the frame and terminate. If the confirmation was Frame
Received (ACK/NAK Not Balanced) and the frame type is not DATA, then this state machine shall discard the
frame and terminate.

If the frame type is correct relative to the confirmation, then this state may check that the hashed source SAS
address matches the SAS address of the SAS port transmitting the frame and the hashed destination SAS
address in the frame matches the SAS address of the SAS port receiving the frame based on the connection.
If this state checks these SAS addresses and they do not match, then this state machine shall terminate.

If the frame type is:

a) XFER_RDY, then this state shall send a XFER_RDY Arrived message to the ST_ISF1:Send_Frame
state specified by the tag;

b) RESPONSE, then this state shall send a Response Arrived message to the ST_IPR state machine
specified by the tag; or

c) DATA, then this state shall send a Data-In Arrived message to the ST_IPD state machine specified by
the tag.

Each of these messages shall contain the content of the SAS frame. If the tag does not specify a valid state
machine, then this state shall discard the frame and may send a vendor-specific confirmation to the SCSI
application layer to abort the command using that tag.

If this state machine was started as a result of a HARD _RESET Received confirmation, then this state shall
send a Transport Reset event notification to the SCSI application layer.

This state machine shall terminate after sending a message or confirmation.
9.2.6.3 ST_T (transport layer for SSP target ports) state machines

9.2.6.3.1 ST_T state machines overview
The ST_T state machines are as follows:

a) ST_TFR (target frame router) state machine (see 9.2.6.3.2); and
b) ST_TTS (target transport server) state machine (see 9.2.6.3.3).

This state machine shall maintain the timers listed in table 104.

Table 104 — PL_OC state machine timers

Timer Initial value

The value in the INITIATOR RESPONSE TIMEOUT field in the Protocol-Specific

Initiator Response Timeout Port Control mode page (see 10.2.6.2).
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Figure 114 shows the ST_T state machines.
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Figure 114 — ST_T (transport layer for SSP target ports) state machines
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9.2.6.3.2 ST_TFR (target frame router) state machine

The ST_TFR state machine receives confirmations from the port layer and sends a transport protocol service
indication to the SCSI application layer or a message to the ST_TTS state machine. This state machine also
receives Accept_Reject OPENSs requests from the application layer and sends corresponding requests to the
port layer.

This state machine consists of one state.
This state machine shall be started when:

a) an Accept_Reject OPENSs request is received,;
b) a Frame Received confirmation is received; or
c) aHARD_RESET Received confirmation is received.

If this state machine was started as the result of receiving an Accept_Reject OPENs (Accept SSP) or
Accept_Reject OPENs (Reject SSP) request, then this state machine shall send a corresponding
Accept_Reject OPENSs request to the port layer. This state machine shall terminate after sending an
Accept_Reject OPENSs request to the port layer.

If this state machine was started as the result of receiving a Frame Received (ACK/NAK Balanced) or Frame
Received (ACK/NAK Not Balanced) confirmation, then this state machine shall check the frame type in the
received frame (see table 92). If the frame type is not COMMAND, TASK, or DATA, then this state machine
shall discard the frame and terminate.

If the confirmation was Frame Received (ACK/NAK Not Balanced) and the frame type is not DATA, then this
state machine shall discard the frame and terminate.

This state machine may check that reserved fields in the frame are zero. If any reserved fields are not zero,
then this state machine may send a Response Data (Invalid Frame) message to the
ST_TTS7:Prepare_Response state including the logical unit number and tag.

NOTE 29 - This check only applies to reserved fields defined in the SSP frame formats (e.g. formats defined
in this clause), not reserved fields within the CDB in a COMMAND frame. Handling checking of reserved
fields in a CDB is described in SAM-3.

If the frame type is correct relative to the confirmation, then this state may check that the hashed source SAS
address matches the SAS address of the SAS port transmitting the frame and the hashed destination SAS
address in the frame matches the SAS address of the SAS port receiving the frame based on the connection.
If this state checks these SAS addresses and they do not match, then this state machine shall discard the
frame and terminate.

If the frame type is DATA, and the tag does not match a tag for an outstanding data-out command, then this
state machine shall discard the frame and terminate.

If the frame type is COMMAND, then this state machine shall check the length of the information unit. If the
length of the information unit is not correct (see 9.2.2.2), then this state machine shall send a Response Data
(Invalid Frame) message to the ST_TTS7:Prepare_Response state including the logical unit number and tag.

If the frame type is TASK, then this state machine shall check the length of the information unit. If the length of
the information unit is not correct (see 9.2.2.2), then this state machine shall send a Response Data (Invalid
Frame) message to the ST_TTS7:Prepare_Response state including the logical unit number and tag.

If the frame type is COMMAND and the length of the information unit is correct, then this state machine shall
send a SCSI Command Received transport protocol service indication to the SCSI application layer.

If the frame type is TASK, then this state machine shall check the logical unit number. If there is no logical unit
at the specified logical unit number, then this state machine shall send a Response Data (Invalid Logical Unit
Number) message to the ST_TTS7:Prepare_Response state including the logical unit number and tag.

If the frame type is COMMAND or TASK, then this state machine may check the target port transfer tag. If
target port transfer tag is invalid, then this state machine may send a Response Data (Invalid Frame)
message to the ST_TTS7:Prepare_Response state including the logical unit number and tag.
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If the frame type is TASK and the length of the information unit is correct, then this state may check if the tag
conflicts with an existing tag (i.e., an existing command or task management function). If the tag is checked
and it conflicts, this state shall send a Response Data (Invalid Frame) message to the
ST_TTS7:Prepare_Response state including the logical unit number and tag. If it does not check the tag or
the tag does not conflict, this state machine shall send a Task Management Request Received transport
protocol service indication to the SCSI application layer. If the frame type is DATA, then this state machine
shall send a Data-Out Arrived message to the ST_TTS4:Receive_Data_Out state. Each indication or
message shall contain the content of the SAS frame.

If this state machine was started as the result of receiving a HARD_RESET Received confirmation, then this
state machine shall send a Transport Reset event notification to the SCSI application layer and terminate.

This state machine shall terminate after sending a message, transport protocol service indication, or event
notification.

9.2.6.3.3 ST_TTS (target transport server) state machine

9.2.6.3.3.1 ST_TTS state machine overview
The ST_TTS state machine performs the following functions:

a) processes and sends transport protocol service confirmations to the SCSI application layer;

b) receives and processes transport protocol service requests and responses from the SCSI application
layer; and

c) communicates with the port layer via requests and confirmations regarding frame transmission.

This state machine consists of the following states:

a) ST_TTS1:Start (see 9.2.6.3.3.2);

b) ST _TTS2:Send_Frame (see 9.2.6.3.3.3);

c) ST_TTS3:Prepare_Data_In (see 9.2.6.3.3.4);

d) ST_TTS4:Receive_Data Out (see 9.2.6.3.3.5);

e) ST_TTS5:Prepare_Xfer_Rdy (see 9.2.6.3.3.6);

f) ST_TTS6:Process_Data_Out (see 9.2.6.3.3.7); and
g) ST_TTS7:Prepare_Response (see 9.2.6.3.3.8).

This state machine shall be started in the ST_TTS1:Start state if one of the following is received:

a) a Send Data-In transport protocol service request;
b) a Task Management Function Executed transport protocol service response; or
c) a Send Command Complete transport protocol service response.

This state machine shall be started in the ST_TTS4:Receive_Data_Out state if this state machine is not
already running and:

a) a Receive Data-Out transport protocol service request is received; or
b) a Data-Out Arrived message is received and first burst is enabled.

This state machine shall be started in the ST_TTS7:Prepare_Response state when a Response Data
message is received and this state machine is not already running.

9.2.6.3.3.2 ST_TTS1:Start state

9.2.6.3.3.2.1 State description

The request or response that caused this state machine to be started includes the following to be used in any
OPEN address frames required to service the request or response:

a) connection rate;
b) initiator connection tag; and
c) destination SAS address.
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A Send Data-In transport protocol service request also includes the following:

a) logical unit number;

b) tag;

c) device server buffer (e.g., starting logical block address); and
d) request byte count (e.g., transfer length).

A Receive Data-Out transport protocol service request also includes the following:

a) logical unit number;

b) tag;

c) device server buffer (e.g., starting logical block address); and
d) request byte count (e.g., transfer length).

A Task Management Function Executed transport protocol service response or Send Command Complete
transport protocol service response also includes the following:

a) logical unit number;

b) tag;

c) task management function; and
d) tag of task to be managed.

9.2.6.3.3.2.2 Transition ST_TTS1:Start to ST_TTS2:Send_Frame

This transition shall occur after receiving a Send Data-In transport protocol service request and shall include
all the information received in the Send Data-In transport protocol service request as arguments.

9.2.6.3.3.2.3 Transition ST_TTS1:Start to ST_TTS7:Prepare_Response

This transition shall occur after receiving a Task Management Function Executed transport protocol service
response or a Send Command Complete transport protocol service response and shall include all the
information received in the Task Management Function Executed transport protocol service response or Send
Command Complete transport protocol service response as arguments.

9.2.6.3.3.3 ST_TTS2:Send_Frame state

9.2.6.3.3.3.1 State description

If this state is entered from the ST_TTS3:Prepare_Data_In state for transmission of a DATA frame, then this
state shall send a Transmit Frame (Non-Interlocked) request to the port layer.

If this state is entered from the ST_TTS5:Prepare_Xfer_Rdy state for transmission of an XFER_RDY frame
and this state has received an ACK Transmitted confirmation for each DATA frame previously received (i.e.,
received by this state machine with a Data-Out Arrived message), then this state shall send a Transmit Frame
(Interlocked) request to the port layer.

If this state is entered from the ST_TTS7:Prepare_Response state for transmission of a RESPONSE frame
and this state has received an ACK Transmitted confirmation for each DATA frame previously received (i.e.,
received by this state machine with a Data-Out Arrived message), then this state shall send a Transmit Frame
(Interlocked) request to the port layer.

NOTE 30 - The XFER_RDY and RESPONSE frame rules ensure that wide ports do not send an XFER_RDY
or RESPONSE frame on a phy until all the ACKs have been transmitted for write DATA frames on a different
phy. In a narrow port, the link layer ensures that ACK/NAKSs are balanced before transmitting an interlocked
frame.

A Transmit Frame request from this state shall include the SSP frame and the following to be used for any
OPEN address frame:

a) the initiator port bit set to zero;
b) protocol set to SSP;

C) connection rate;

d) initiator connection tag;
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e) destination SAS address; and
f) source SAS address set to the SAS address of the SSP target port.

After sending a Transmit Frame request this state shall wait to receive a Transmission Status confirmation.

If the confirmation is Transmission Status (I_T Nexus Loss), this state shall send a Nexus Lost confirmation to
the SCSI application layer.

If the confirmation is Transmission Status (Frame Transmitted) confirmation, then this state machine shall
expect to receive one of the following confirmations for the frame:

a) Transmission Status (ACK Received);

b) Transmission Status (NAK Received);

c) Transmission Status (ACK/NAK Timeout); or

d) TransmissionStatus (Connection Lost Without ACK/NAK).

If the frame transmitted was an XFER_RDY frame or a RESPONSE frame, then the state machine shall wait
to receive a Transmission Status (ACK Received), Transmission Status (NAK Received), Transmission Status
(ACK/NAK Timeout), or Transmission Status (Connection Lost Without ACK/NAK) confirmation before
transitioning from this state. If the frame transmitted was a DATA frame, then the state machine may transition
to ST_TTS3:Prepare_Data_In as described in 9.2.6.3.3.3.3.

This state shall send a Data-In Delivered (Delivery Result = DELIVERY SUCCESSFUL) transport protocol
service confirmation to the SCSI application layer if:

a) for a DATA frame, this state receives a Transmission Status (Frame Transmitted) confirmation
followed by a Transmission Status (ACK Received) confirmation for each of the DATA frames trans-
mitted and the number of bytes moved for the Send Data-In transport protocol service request equals
the Request Byte Count; or

b) for a RESPONSE frame, this state receives a Transmission Status (Frame Transmitted) confirmation
followed by a Transmission Status (ACK Received) confirmation.

This state shall send a Data-In Delivered (Delivery Result = DELIVERY FAILURE - NAK RECEIVED)
transport protocol service confirmation to the SCSI application layer if the received transmission status
confirmation message for a DATA or XFER_RDY frame was Transmission Status (Frame Transmitted)
followed by a confirmation of Transmission Status (NAK Received).

This state shall send a Data-In Delivered (Delivery Result = DELIVERY FAILURE - ACK/NAK TIMEOUT)
transport protocol service confirmation to the SCSI application layer if the received transmission status
confirmation message for a DATA or XFER_RDY frame was Transmission Status (Frame Transmitted)
followed by a confirmation of Transmission Status (ACK/NAK Timeout) or Transmission Status (Connection
Lost Without ACK/NAK).

A Data-In Delivered transport protocol service confirmation to the SCSI application layer confirmation shall
include the following:

a) any argument received from the port layer (e.g., Transmission Status (Frame Transmitted) or Service
Delivery Subsystem Failure); and
b) | T _L xnexus information (i.e., destination SAS address and tag).

This state machine shall terminate after sending the Data-In Delivered confirmation.

This state may also send a Cancel request to the port layer to cancel a previous Transmit Frame request. A
Cancel request shall include the following arguments:

a) the destination SAS address; and
b) the tag.

This state machine terminates upon receipt of a Transmission Status (Cancel Acknowledge) confirmation.

9.2.6.3.3.3.3 Transition ST_TTS2:Send_Frame to ST_TTS3:Prepare_Data_In

If this state machine was started as the result of receiving a Send Data-In transport protocol service request,
the specified values are included with the request, and this state has received an ACK Transmitted
confirmation for the COMMAND frame, then this state shall transition to the ST_TTS3:Prepare_Data_|In state.
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NOTE 31 - The COMMAND frame rule ensures that ports do not send a read DATA frame until the ACK has
been transmitted for the COMMAND frame.

If this state receives a Transmission Status (Frame Transmitted) confirmation for a DATA frame and the
number of bytes moved for the Send Data-In transport protocol service request is less than the Request Byte
Count, then this state shall transition to the ST_TTS3:Prepare_Data_|In state.

9.2.6.3.3.3.4 Transition ST_TTS2:Send_Frame to ST_TTS4:Receive_Data_Out

This transition shall occur after receiving a Transmission Status (Frame Transmitted) confirmation and a
Transmission Status (ACK Received) confirmation for an XFER_RDY frame.

9.2.6.3.3.3.5 Transition ST_TTS2:Send_Frame to ST_TTS7:Prepare_Response

This transition shall occur after receiving a Transmission Status confirmation with an argument other than ACK
Received for a RESPONSE frame.

9.2.6.3.3.4 ST_TTS3:Prepare_Data_In state

9.2.6.3.3.4.1 State description

This state fetches the data from the Device Server Buffer and constructs a DATA frame. This state shall use
the logical unit number and tag received from the SCSI application layer to construct the frame.

This state shall generate the following values when constructing the frame:

a) frame type;

b) hashed destination SAS address;
¢) hashed source SAS address;

d) retransmit bit set to zero;

e) number of fill bytes;

f) fill bytes;

g) data offset;

h) data.

9.2.6.3.3.4.2 Transition ST_TTS3:Prepare_Data_In to ST_TTS2:Send_Frame

This transition shall occur after constructing a DATA frame.
9.2.6.3.3.5 ST_TTS4:Receive_Data_Out state

9.2.6.3.3.5.1 State description

If a Receive Data-Out transport protocol service request caused this state machine to be started, then the
request includes the following to be used in any OPEN address frames required to service the request:

a) connection rate;

b) initiator connection tag;

c) destination SAS address;

d) logical unit number;

e) tag;

f) device server buffer (e.g., starting logical block address); and
g) request byte count (e.g., transfer length).

If a Data-Out Arrived message caused this state machine to be started (i.e., first burst is enabled) and a
Receive Data-Out transport protocol service request has not been received, then this state shall wait to
process the Data-Out Arrived message until this state receives a Receive Data-Out transport protocol service
request. The data received in the Data-Out Arrived message shall be saved in a first burst buffer until this
state receives a Receive Data-Out transport protocol service request.
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After this state receives a Receive Data-Out transport protocol service request and a Data-Out Arrived
message, then this state shall verify the received data frame as follows:

a) check the target transport tag value in the DATA frame. If the value is incorrect, then this state shall
send a Data-Out Received (Delivery Result = DELIVERY FAILURE - INVALID TARGET PORT
TRANSFER TAG RECEIVED) transport protocol service confirmation to the SCSI application layer.
This confirmation shall include the tag. This state machine shall terminate after sending the confir-
mation;

b) check the length of the data. If an XFER_RDY frame was sent for the data (i.e., it is not first burst
data) and the length of the data exceeds that specified by the XFER_RDY frame that requested the
data, then this state shall send a Data-Out Received (Delivery Result = DELIVERY FAILURE - TOO
MUCH WRITE DATA) transport protocol service confirmation to the SCSI application layer. This
confirmation shall include the tag. This state machine shall terminate after sending the confirmation;

c) check the length of the data. If the length of the data is zero, then this state shall send a Data-Out
Received (Delivery Result = DELIVERY FAILURE - INFORMATION UNIT TOO SHORT) transport
protocol service confirmation to the SCSI application layer. This confirmation shall include the tag.
This state machine shall terminate after sending the confirmation; and

d) check the data offset. If the data offset was not expected, then this state shall send a Data-Out
Received (Delivery Result = DELIVERY FAILURE - DATA OFFSET ERROR) transport protocol
service confirmation to the SCSI application layer. This confirmation shall include the tag. This state
machine shall terminate after sending the confirmation.

If the Initiator Response Timeout timer is implemented, this state shall initialize and start the Initiator
Response Timeout timer after any of the following occur:

a) a Data-Out Arrived message is received,;
b) this state is entered from the ST_TTS2:Send_Frame state; or
c) this state is entered from the ST_TTS6:Process_Data_Out state.

If the Initiator Response Timeout timer expires this state shall send a Data-Out Received (Delivery Result =
DELIVERY FAILURE - INITIATOR RESPONSE TIMEOUT) transport protocol service confirmation to the
SCSI application layer. This confirmation shall include the tag. This state machine shall terminate after
sending the confirmation.

If this state is entered from the ST_TTS2:Send_Frame state, then this state shall wait for a Data-Out Arrived
message.

If this state is entered from the ST_TTS6:Process_Data_Out state and the number of bytes moved for the
Receive Data-Out transport protocol service request is less than the Request Byte Count, then this state shall
wait for a Data-Out Arrived message.

If this state is entered from the ST_TTS6:Process_Data_Out state and number of bytes moved for the
Receive Data-Out transport protocol service request equals the Request Byte Count, then this state shall
send a Data-Out Received (Delivery Result = DELIVERY SUCCESSFUL) transport protocol service
confirmation to the SCSI application layer. This confirmation shall include the tag. If this state has no more
bytes in its first burst buffer, then this state machine shall terminate after sending the confirmation. If this state
has more bytes to move in its first burst buffer, then this state machine shall wait for a Receive Data-Out
transport protocol service request.

9.2.6.3.3.5.2 Transition ST_TTS4:Receive_Data Out to ST_TTS5:Prepare_Xfer_Rdy

This transition shall occur if:

a) this state has received a Receive Data-Out transport protocol service request and first burst is not
enabled; or

b) this state has received a Receive Data-Out transport protocol service request and first burst data, all
of the first burst data has been processed, but the first burst data did not satisfy the requested byte
count.
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9.2.6.3.3.5.3 Transition ST_TTS4:Receive_Data Outto ST_TTS6:Process_Data Out
This transition shall occur if:

a) a Receive Data-Out transport protocol service request is received; and

b) a Data-Out Arrived message is received and verified(see 9.2.6.3.3.5.1).

9.2.6.3.3.6 ST_TTS5:Prepare_Xfer_Rdy state

9.2.6.3.3.6.1 State description

This state shall construct an XFER_RDY frame. This state shall use the following values received from the
SCSI application layer to construct the frame:

a) logical unit number;

b) tag;

c) target port transfer tag;
d) requested offset; and
e) write data length.

If first burst is enabled, this state shall adjust the write data length to reflect the amount of first burst data.
This state shall generate the following values when constructing the frame:

a) frame type;

b) hashed destination SAS address;
c) hashed source SAS address;

d) retransmit bit set to zero; and

e) number of fill bytes.

9.2.6.3.3.6.2 Transition ST_TTS5:Prepare_Xfer_Rdy to ST_TTS2:Send_Frame

This transition shall occur after constructing an XFER_RDY frame.
9.2.6.3.3.7 ST_TTS6:Process_Data_Out state

9.2.6.3.3.7.1 State description

This state shall process the data received in the Data-Out Arrived message using the Device Server Buffer
(e.g., logical block address) to which the data is to be transferred.

9.2.6.3.3.7.2 Transition ST_TTS6:Process_Data Out to ST_TTS4:Receive_Data Out

This transition shall occur after data received in a Data-Out message has been processed.
9.2.6.3.3.8 ST_TTS7:Prepare_Response state

9.2.6.3.3.8.1 State description
This state shall construct a RESPONSE frame if this state was entered as the result of this state machine:

a) receiving a Response Data message;
b) receiving a Task Management Function Executed transport protocol service response; or
c) receiving a Send Command Complete transport protocol service response.
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If this state was entered as the result of receiving a Response Data message, this state shall use the logical
unit number and tag received in the message and shall construct the frame as described in table 105.

Table 105 — Response Data argument to RESPONSE frame content mapping

Response Data argument RESPONSE frame

The DATAPRES field shall be set to SENSE_DATA, the sTATuUs field shall
Information Unit Too Short be set to CHECK CONDITION and the additional sense code shall be
set to INFORMATION UNIT TOO SHORT.

The DATAPRES field shall be set to SENSE_DATA, the sTATUS field shall
Information Unit Too Long be set to CHECK CONDITION and the additional sense code shall be
set to INFORMATION UNIT TOO LONG.

The DATAPRES field shall be set to RESPONSE_DATA and the

Invalid Frame RESPONSE cODE field shall be set to INVALID FRAME.

The DATAPRES field shall be set to RESPONSE_DATA and the

Invalid Logical Unit Number | -\ <e opE field shall be set to INVALID LOGICAL UNIT NUMBER.

If this state was entered as a result of receiving a Task Management Function Executed transport protocol
service response or a Send Command Complete transport protocol service response, this state shall use the
following values received from the SCSI application layer to construct the frame:

a) logical unit number;
b) tag;

C) status;

d) response data; and
e) sense data.

This state shall generate the following values when constructing the frame:

a) frame type;

b) hashed destination SAS address;
c) hashed source SAS address;

d) retransmit bit set to zero;

e) number of fill bytes;

f) fill bytes;

g) data present;

h) sense data length; and

i) response data length.

If this state was entered as the result of the ST_TTS2:Send_Frame state receiving something other than a
Transmission Status (Frame Transmitted) confirmation followed by a Transmission Status (ACK Received)
confirmation for a RESPONSE frame (i.e., the frame transmission was unsuccessful), then this state shall

check to see if the vendor-specific number of retries for the RESPONSE frame has been exceeded.

If the vendor-specific number of retries has not been exceeded, the this state generate a RESPONSE frame
using all of the values for the previous RESPONSE frame except that the retransmit bit shall be set to one.

9.2.6.3.3.8.2 Transition ST_TTS7:Prepare_Response to ST_TTS2:Send_Frame

This transition shall occur after constructing a RESPONSE frame or if the vendor-specific number of retries for
transmission of a RESPONSE frame has been exceeded.

9.3 STP transport layer

9.3.1 Initial FIS

A SATA device phy transmits a Register - Device to Host FIS after completing the link reset sequence. The
expander device shall update a set of shadow registers with these contents and shall not deliver them to any
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STP initiator port. The STP initiator ports may read the shadow register contents using the SMP REPORT
PHY SATA function (see 10.4.3.7).
9.3.2 BIST Activate FIS

STP initiator ports and STP target ports shall not generate BIST Activate FISes and shall process any BIST
Activate FISes received as frames having invalid FIS types (i.e., have the link layer generate SATA_R_ERR in
response).

9.3.3 TT (transport layer for STP ports) state machines

The STP transport layer uses the transport layer state machines defined in SATA, modified to communicate
with the port layer rather than directly with the link layer. These modifications are not described in this
standard.

9.4 SMP transport layer

9.4.1 SMP transport layer overview

Table 108 defines the SMP frame format.
Table 106 — SMP frame format

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE
1

Frame-type dependent bytes

Fill bytes, if needed

n-3 (MSB)
CRC —_—
n (LSB)

Table 107 defines the smp FRAME TYPE field, which defines the format of the frame-type dependent bytes.
Table 107 — smp FRAME TYPE field

Code Name Frame type Originator Reference
40h SMP_REQUEST SMP function request SMP initiator port 9.4.2
41h SMP_RESPONSE SMP function response SMP target port 9.4.3

All others | Reserved.

The SMP target port in an expander device shall support the SMP_REQUEST and SMP_RESPONSE frames.
Other SMP target ports may support these frames.

Fill bytes shall be included after the frame-type dependent bytes so the crc field is aligned on a four byte
boundary. The contents of the fill bytes are vendor specific.

The crc field contains a CRC value (see 7.5) that is computed over the entire SMP frame prior to the CRC
field, and shall begin on a four-byte boundary. The crc field is checked by the SMP link layer (see 7.18).
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9.4.2 SMP_REQUEST frame

The SMP_REQUEST frame is sent by an SMP initiator port to request an SMP function be performed by a
management device server. Table 108 defines the SMP_REQUEST frame format.

Table 108 — SMP_REQUEST frame format

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (40h)
1

REQUEST BYTES

Fill bytes, if needed

n-3 (MSB)

CRC e
n (LSB)

The smp FRAME TYPE field shall be set to 40h indicating this is an SMP_REQUEST frame.

The REQUEST BYTES field definition and length is based on the SMP function (see 10.4.3.1). The maximum
size of the REQUEST BYTES field is 1 024 bytes, making the maximum size of the frame 1 032 bytes (1 024
bytes of data + 4 bytes of header + 4 bytes of CRC).

Fill bytes shall be included after the ADDITIONAL REQUEST BYTES field so the cRc field is aligned on a four byte
boundary. The contents of the fill bytes are vendor specific.

The crc field is defined in 9.4.1.

9.4.3 SMP_RESPONSE frame

The SMP_RESPONSE frame is sent by an SMP target port in response to an SMP_REQUEST frame. Table
109 defines the SMP_RESPONSE frame format.

Table 109 — SMP_RESPONSE frame format

Byte\Bit 7 6 5 4 3 2 1 0
0 SMP FRAME TYPE (41h)
1

RESPONSE BYTES

Fill bytes, if needed

n-3 (MSB)

CRC -
n (LSB)

The smp FRAME TYPE field shall be set to 41h indicating this is an SMP_RESPONSE frame.

The RESPONSE BYTES field definition and length is based on on the SMP function (see 10.4.3.2). The maximum
size of the RESPONSE BYTES field is 1 024 bytes, making the maximum size of the frame 1 032 bytes (1 024
bytes of data + 4 bytes of header + 4 bytes of CRC).

Fill bytes shall be included after the ADDITIONAL RESPONSE BYTES field so the cRc field is aligned on a four byte
boundary. The contents of the fill bytes are vendor specific.
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The crc field is defined in 9.4.1.

9.4.4 Sequence of SMP frames

Inside an SMP connection, the source phy transmits a single SMP_REQUEST frame and the destination phy
replies with a single SMP_RESPONSE frame.

Figure 115 shows the sequence of SMP frames.

SMP initiator port SMP target port

—SMP_REQUEST—»

<+ SMP_RESPONSE—

time time
Figure 115 — Sequence of SMP frames
9.4.5 MT (transport layer for SMP ports) state machines

9.4.5.1 SMP transport layer state machines overview

The SMP transport layer contains state machines that process requests from the management application
layer and returns confirmations to the management application layer. The SMP transport state machines are
as follows:

a) MT_IP (transport layer for SMP initiator ports) state machine (see 9.4.5.2); and
b) MT_TP (transport layer for SMP target ports) state machine (see 9.4.5.3).
9.4.5.2 MT_IP (transport layer for SMP initiator ports) state machine

9.4.5.2.1 MT_IP state machine overview

The MT_IP state machine processes requests from the management application layer. These management
requests are sent to the port layer and the resulting SMP frame or error condition is sent to the management
application layer as a confirmation.

This state machine consists of the following states:

a) MT_IPL:Idle (see 9.4.5.2.2)(initial state);
b) MT_IP2:Send (see 9.4.5.2.3); and
c) MT_IP3:Receive (see 9.4.5.2.4).

This state machine shall maintain the timers listed in table 110.

Table 110 — MT_IP timers

Timer Initial value

SMP Frame Receive Timeout timer Vendor specific
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Figure 116 describes the MT_IP state machine.

o N
MT_IP (transport layer for SMP initiator ports)
: MT IP1:ldle MT IP2:Send 4 MT IP3:Receive 4
Send SMP Open Flailed
Function _ -~ . SMP F_ltfame
Request ~ . > eceive Timeout
\>Transmit Frame "~ SMP Transmit
- DL 4 N Break
Connection ! |
Closed V v
i _ -
Transmission A
S_tatus SMP Frame
1 Transmit Receive
= Failure
~~Connection
‘ Closed
|
1
Received SMP
Function Complete, _
1~--_\
\
1
Frame Received
\_ /

Figure 116 — MT_IP (transport layer for SMP initiator ports) state machine
9.4.5.2.2 MT_IP1:ldle state

9.4.5.2.2.1 State description
This state waits for a Send SMP Function Request request, which includes the following arguments:

a) connection rate;
b) destination SAS address; and
c) request bytes.

9.4.5.2.2.2 Transition MT_IP1:ldle to MT_IP2:Send

This transition shall occur after a Send SMP Function Request request is received. This transition shall
include the following arguments:

a) connection rate;
b) destination SAS address; and
c) request bytes.
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9.4.5.2.3 MT_IP2:Send state

9.4.5.2.3.1 State description

This state constructs an SMP_REQUEST frame using the following arguments received with the transition
into this state:

a) request bytes;

and sends a Transmit Frame request to the port layer. The Transmit Frame request shall contain the following
arguments:

a) protocol setto SMP;

b) connection rate;

c) destination SAS address;

d) request bytes;

e) source SAS address set to the SAS address of the SMP initiator port;
f) initiator port bit set to one; and

g) initiator connection tag set to FFFFh.

9.4.5.2.3.2 Transition MT_IP2:Send to MT_IP1:Idle

This transition shall occur after receiving either a Connection Closed confirmation or a Transmission Status
confirmation other than a Transmission Status (Frame Transmitted) confirmation, and after sending an Open
Failed confirmation to the management application layer.

9.4.5.2.3.3 Transition MT_IP2:Send to MT_IP3:Receive

This transition shall occur after receiving a Transmission Status (Frame Transmitted) confirmation.
9.4.5.2.4 MT_IP3:Receive state

9.4.5.2.4.1 State description

This state waits for a confirmation from the port layer that either an SMP frame has been received or a failure
occurred.

Upon entry into this state, this state shall initialize and start the SMP Frame Receive Timeout timer.

If a Frame Received confirmation is received and the SMP frame type is equal to 41h, this state shall send a
Received SMP Function Complete confirmation to the management application layer. If the SMP frame type is
not equal to 40h, this state shall send an SMP Transmit Break request to the port layer.

If a Connection Closed or Frame Received (SMP Failure) confirmation is received, this state shall send an
SMP Frame Transmit Receive Failure confirmation to the management application layer.

If the SMP Frame Receive Timeout timer expires before a Received SMP Function Complete confirmation is
received, this state shall send an SMP Frame Receive Timeout confirmation to the management application
layer and send an SMP Transmit Break request to the port layer.

9.4.5.2.4.2 Transition MT_IP3:Receive to MT_IP1:Idle

This transition shall occur after one of the following:

a) sending a Received SMP Function Complete confirmation;
b) sending an SMP Frame Transmit Receive Failure confirmation; or
c) sending an SMP Transmit Break request.
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9.4.5.3 MT_TP (transport layer for SMP target ports) state machine

9.4.5.3.1 MT_TP state machine overview

The MT_TP state machine informs the management application layer of the receipt of an SMP frame.
Confirmation of the receipt of an SMP frame is sent to the management application layer. The management
application layer creates the corresponding SMP_RESPONSE frame and this state sends it to the port layer.

This state machine consists of the following states:

a) MT_TP1:ldle (see 9.4.5.3.2)(initial state); and
b) MT_TP2:Respond (see 9.4.5.3.3).

Figure 117 describes the MT_TP state machine.

MT_TP (transport layer for SMP target ports)
A MT TP1:ldle MT TP2:Respond |
1
\ SMP q Send SMP
* Function .. Response
Received === Frame Transmit Frame
Received l/’
]
' \/ - -
< Transmission
Accept_Reject SMP ‘ Statlu s
OPENSs -'Transmit-\ | 1
| p] Break | «  SMP
Connection
=== . Closed ~ -
Accept_Reject ¢ Connection
OPENIS CIosc_ed
v 1
1

Figure 117 — MT_TP (transport layer for SMP target ports) state machine
9.4.5.3.2 MT_TP1:Idle state

9.4.5.3.2.1 State description

This state waits for a Frame Received confirmation. If the SMP frame type is not equal to 40h, this state shall
discard the frame and send a SMP Transmit Break request to the port layer. Otherwise, this state shall send
an SMP Function Received confirmation to the management application layer.

If an Accept_Reject OPENs (Accept SMP) or Accept_Reject OPENSs (Reject SMP) request is received, this
state shall send an Accept_Reject OPENSs request with the same arguments to the port layer.
9.4.5.3.2.2 Transition MT_TP1:ldle to MT_TP2:Respond

This transition shall occur after sending an SMP Function Received confirmation.
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9.4.5.3.3 MT_TP2:Respond state

9.4.5.3.3.1 State description
This state waits for a Send SMP Response request, which includes the following arguments:
a) response bytes.

After receiving a Send SMP Response request, this state shall construct an SMP_RESPONSE frame using
the arguments from the Send SMP Response request and send a Transmit Frame request to the port layer.

If this state receives a Connection Closed confirmation, this state shall send an SMP Connection Closed
confirmation to the management application layer.

9.4.5.3.3.2 Transition MT_TP2:Respond to MT_TP1:Idle

This transition shall occur after one of the following:

a) receiving a Transmission Status (Frame Transmitted) confirmation; or
b) sending an SMP Connection Closed confirmation.
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10 Application layer

10.1 Application layer overview

The application layer defines SCSI, ATA, and management specific features.
10.2 SCSI application layer
10.2.1 SCSil transport protocol services

10.2.1.1 SCSil transport protocol services overview

An application client requests the processing of a SCSI command by invoking SCSI transport protocol
services, the collective operation of which is conceptually modeled in the following remote procedure call (see
SAM-3):

Service response = Execute Command (IN (I_T_L_x Nexus, CDB, [Task Attribute], [Data-In Buffer Size],
[Data-Out Buffer], [Data-Out Buffer Size], [Autosense
Request]), OUT ([Data-In Buffer], [Sense Data], Status))

An application client requests the processing of a SCSI task management function by invoking SCSI transport
protocol services, the collective operation of which is conceptually modeled in the following remote procedure
calls (see SAM-3):

a) Service Response = ABORT TASK (IN (Nexus));

b) Service Response = ABORT TASK SET (IN (Nexus));

c) Service Response = CLEAR ACA (IN (Nexus));

d) Service Response = CLEAR TASK SET (IN (Nexus));

e) Service Response = LOGICAL UNIT RESET (IN (Nexus)); and
f) Service Response = QUERY TASK (IN (Nexus)).

SSP defines the transport protocol services required by SAM-3 in support of the these remote procedure calls.
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Table 111 describes the mapping of the remote procedure calls to transport protocol services and the SSP
implementation of each transport protocol service.

Table 111 — SCSI architecture mapping

Function-Executed

Type of Transport
Remote transport protqcol Transport _protocol T @ SSP implementation
procedure call protocol service service
service interaction
Request Send SCS| I COMMAND frame
Command
— SCSI Command Receipt of the COMMAND
Indication . T
Received frame
Request/ Send Command
Confirmation | Response Complete T | RESPONSE frame
Receipt of the RESPONSE
Confirmation | Complete I rame or probiem
Command : transmitting the COMMAND
Received
frame
Request Send Data-In T DATA frames
. . . Receipt of ACKs for the
Data . Confirmation | Data-In Delivered T DATA frames
Transfer .
Request Receive Data-Out XFER_RDY frame
Confirmation | Data-Out Received Receipt of DATA frames
Send Task
ABORT TASK, Request Management I TASK frame
ABORT TASK Request
SET,
CLEAR ACA Indication Task Management T | Receipt of the TASK frame
' Request/ Request Received
CLEAR TASK Confirmation
SET, Response Task Management T RESPONSE frame
LOGICAL UNIT Function Executed
RESET, and Received Task Receipt of the RESPONSE
QUERY TASK Confirmation | Management I frame or problem

transmitting the TASK frame

service.

@ /T indicates whether the SSP initiator port (1) or the SSP target port (T) implements the transport protocol

b SCSl initiator port Data Transfer transport protocol services are not specified by SAM-3.

These protocol services are used as the requests and confirmations to the SSP transport layer state
machines (see 9.2.6) from the SCSI application layer.

10.2.1.2 Send SCSI Command transport protocol service

An application client uses the Send SCSI Command transport protocol service request to request that an SSP
initiator port transmit a COMMAND frame.

Send SCSI Command (IN (I_T_L x Nexus, CDB, [Task Attribute], [Data-In Buffer Size], [Data-Out
Buffer], [Data-Out Buffer Size], [Autosense Request], [Command Reference
Number], [First Burst Enabled]))
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Table 112 shows how the arguments to the Send SCSI Command transport protocol service are used.

Table 112 — Send SCSI Command transport protocol service arguments

Argument SAS SSP implementation
|_T_L_Q nexus, where:

a) |_T used to select a connection;

|_ T L xnexus b) L used to set the LOGICAL UNIT NUMBER field in the COMMAND
frame header; and

¢) Q used to set the TAG field in the COMMAND frame header.
CDB Used to set the cDs field in the COMMAND frame.
[Task Attribute] Used to set the TASK ATTRIBUTE field in the COMMAND frame.

[Data-In Buffer Size]

Maximum of 232

[Data-Out Buffer]

Internal to the SSP initiator port.

[Data-Out Buffer Size]

Maximum of 232

[Autosense Request]

True

[First Burst Enabled]

Causes the SSP initiator port to transmit the number of bytes
indicated by the FIRST BURST sIZzE field in the Disconnect-Reconnect
mode page (see 10.2.6.1.5) for the SCSI target port without waiting
for an XFER_RDY frame.

10.2.1.3 SCSI Command Received transport protocol service

An SSP target port uses the SCSI Command Received transport protocol service indication to notify a device
server that it has received a COMMAND frame.

SCSI Command Received (IN (I_T_L_x Nexus, CDB, [Task Attribute], [Autosense Request], [Command

Reference Number]))

Table 113 shows how the arguments to the SCSI Command Received transport protocol service are

determined.

Table 113 — SCSI Command Received transport protocol service arguments

Argument

SAS SSP implementation

I_T_L_xnexus

I_T_L Q nexus, where:
a) |_T indicated by the connection;
b) L indicated by the LOGICAL UNIT NUMBER field in the COMMAND
frame header; and
c) Q indicated by the TAG field in the COMMAND frame header.

CDB From the cpB field in the COMMAND frame.

[Task Attribute] From the TASK ATTRIBUTE field in the COMMAND frame.
[Autosense Request] True

[Command Reference Number] Ignored

[First Burst Enabled]

Indicates that first burst data is being delivered based on the FIRST
BURST SIzE field in the Disconnect-Reconnect mode page (see
10.2.6.1.5).

If an SSP target port calls SCSI Command Received () with a TAG already in use by another SCSI command
(i.e., an overlapped command), the device server responses are defined in SAM-3.
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10.2.1.4 Send Command Complete transport protocol service

A device server uses the Send Command Complete transport protocol service response to request that an
SSP target port transmit a RESPONSE frame.
Send Command Complete (IN (I_T_L_x Nexus, [Sense Data], Status, Service Response))

A device server shall only call Send Command Complete () after receiving SCSI Command Received ().

A device server shall not call Send Command Complete () for a given |_T_L_Q nexus until all its outstanding
Receive Data-Out () calls have been responded to with Data-Out Received () and all its outstanding Send
Data-In () calls have been responded to with Data-In Delivered ().

Table 114 shows how the arguments to the Send Command Complete transport protocol service are used.

Table 114 — Send Command Complete transport protocol service arguments

Argument SAS SSP implementation

|_T L _Q nexus, where:
a) |_T used to select a connection;

|_T L Xnexus b) L used to set the LOGICAL UNIT NUMBER field in the RESPONSE frame header;
and
c) Q used to set the TAG field in the RESPONSE frame header.
[Sense Data] Used to set the RESPONSE frame SENSE DATA field.
Status Used to set the RESPONSE frame STATUS field.

Used to set the DATAPRES field and sTATuUS field in the RESPONSE frame:

a) TASK COMPLETE: The DATAPRES field is set to NO DATA or SENSE DATA
and the sTATUS field is set to a value other than INTERMEDIATE or INTER-
MEDIATE-CONDITION MET,

Service Response b) LINKED COMMAND COMPLETE: The DATAPRES field is set to NO DATA or
SENSE DATA and the sTaTus field is set to INTERMEDIATE or INTERME-
DIATE-CONDITION MET; or

c) SERVICE DELIVERY OR TARGET FAILURE: The DATAPRES field is set to
RESPONSE_DATA and the RESPONSE CODE field is set to INVALID FRAME.

10.2.1.5 Command Complete Received transport protocol service

An SSP initiator port uses the Command Complete Received transport protocol service confirmation to notify
an application client that it has received a response for its COMMAND frame (e.g., a RESPONSE frame or a
NAK).

Command Complete Received (IN (I_T_L_x Nexus, [Data-In Buffer], [Sense Data], Status, Service
Response))
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Table 115 shows how the arguments to the Command Complete Received transport protocol service are

determined.

Table 115 — Command Complete Received transport protocol service arguments

Argument SAS SSP implementation
|_T _L_Q nexus, where:
a) |_Tindicated by the connection;
| T L X nexus b) Lindicated by the LOGICAL UNIT NUMBER field in the RESPONSE frame header

or COMMAND frame header; and
¢) Qindicated by the TAG field in the RESPONSE frame header or COMMAND
frame header.

[Data-In Buffer]

Internal to the SSP initiator port.

[Sense Data]

From the RESPONSE frame SENSE DATA field.

Status

From the RESPONSE frame STATUS field.

Service Response

From the RESPONSE frame DATAPRES field and sTATUS field, or from a NAK on the
COMMAND frame:

a) TASK COMPLETE: The RESPONSE frame contains a DATAPRES field set to
NO DATA or SENSE DATA and a sTATUS field set to a value other than
INTERMEDIATE or INTERMEDIATE-CONDITION MET;

b) LINKED COMMAND COMPLETE: The RESPONSE frame contains a
DATAPRES field set to NO DATA or SENSE DATA and a STATUS field set to
INTERMEDIATE or INTERMEDIATE-CONDITION MET; or

c) SERVICE DELIVERY OR TARGET FAILURE: The RESPONSE frame
contains a DATAPRES field set to RESPONSE_DATA and a RESPONSE CODE
field set to INVALID FRAME, or the COMMAND frame was NAKed.

10.2.1.6 Send Data-In transport protocol service

A device server uses the Send Data-In transport protocol service request to request that an SSP target port

transmit a DATA frame.

Send Data-In (IN (L_T_L_x Nexus, Device Server Buffer, Application Client Buffer Offset, Request Byte
Count))

A device server shall only call Send Data-In () during a read or bidirectional command.

A device server shall not call Send Data-In () for a given |_T_L_Q nexus after it has called Send Command
Complete () forthat |_T_L_Q nexus (e.g., a RESPONSE frame with for that |_T_L_Q nexus) or called Task
Management Function Executed for a task management function that terminates that task (e.g., an ABORT

TASK).
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Table 116 shows how the arguments to the Send Data-In transport protocol service are used.

Table 116 — Send Data-In transport protocol service arguments

Argument SAS SSP implementation

|_T L _Q nexus, where:
a) |_T used to select a connection;
|_T L Xnexus b) L used to set the LOGICAL UNIT NUMBER field in the DATA frame
header; and
c) Q used to set the TAG field in the DATA frame header.

Device Server Buffer Internal to the device server.

Application Client Buffer

Used to set the DATA frame DATA OFFSET field.
Offset

Request Byte Count Used to select the size of the DATA frame.

10.2.1.7 Data-In Delivered transport protocol service

An SSP target port uses the Data-In Delivered transport protocol service indication to notify a device server of
the results of transmitting a DATA frame.

Data-In Delivered (IN (I_T_L_x Nexus))

Table 117 shows how the arguments to the Data-In Delivered transport protocol service are determined.

Table 117 — Data-In Delivered transport protocol service arguments

Argument SAS SSP implementation

I|_T_L Q nexus, where:
a) |_Tindicated by the connection;
b) L indicated by the LOGICAL UNIT NUMBER field in the DATA frame header; and
c) Q indicated by the TAG field in the DATA frame header.

|_T_L_Xxnexus

From the response to the outgoing DATA frame:
Delivery Result a) DELIVERY SUCCESSFUL: The DATA frame received an ACK; or
b) DELIVERY FAILURE: The DATA frame received a NAK or no response.

10.2.1.8 Receive Data-Out transport protocol service

A device server uses the Receive Data-Out transport protocol service request to request that an SSP target
port transmit an XFER_RDY frame.

Receive Data-Out (IN (I_T_L_x Nexus, Application Client Buffer Offset, Request Byte Count, Device
Server Buffer))

A device server shall only call Receive Data-Out () during a write or bidirectional command.

A device server shall not call Receive Data Out () for a given |_T_L_Q nexus until Data Out Received () has
completed successfully for the previous Receive Data Out () call (i.e., no XFER_RDY frame until all write
DATA frames for the previous XFER_RDY frame, if any, and has provided link layer acknowledgement for all
of the previous write DATA frames for that |_T_L_Q nexus).

A device server shall not call Receive Data Out () for a given |_T_L_Q n