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Abstract

This standard specifies the functional requirements for the SCSI Block Commands - 5 (SBC-5) command set.
SBC-5 permits SCSI block logical units such as rigid disks to attach to computers and provides the definition
for their use.

This standard maintains a high degree of compatibility with the SCSI Block Commands -4 (SBC-4) command
set, INCITS 506-2021, and while providing additional functions, is not intended to require changes to
presently installed devices or existing software.
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Revision History
This revision history is not part of American National Standard INCITS 571:202x.

R.1 Revision 0 (14 April 2021)

Revision 0 of SBC-5 is substantially equal to revision 22 of SBC-4. The only differences arise from changes
made in SBC-4 discovered during the ISO process.

R.2 Revision 1

Incorporates the following proposals:

a) SBC-5, ZBC-2: Obsolete the ZONED field (20-054r1);

b) SBC-5: Define zone domains and realms schema type (20-030r0);

) SBC-4 Add multi-actuator bit to Block Device VPD page (20-049r1);

) SBC-4 Add depopulation revocation codes for GET PHYSICAL HEALTH STATUS command
(20-052r1);

e) SBC-5: Informative Annex for W-LUNs Dual-Actuator Support (19-129r3);

f) ZBC-2 SBC-5 SPC-6: REMOVE ELEMENT AND MODIFY ZONES (20-099r2);

g

h

c
d

) SBC-5 Create Concurrent Positioning Ranges VPD page (20-089r2); and
) SPC-6 SBC-5 SAT-5 Translate the Command Duration Limits T2 mode pages (20-085r5).

R.3 Revision 2 (8 March 2022)
a) SBC-5 Verify Recovery Mode Page Clarification (21-0678r0)
b) ZBC-2 SBC-5: Adding Zone Capacities that are different from Zone Lengths (21-081r4)
A) This proposal was overtaken by the subsequently approved proposal 21-118r0
c) SBC-5 SPC-6 SPL-5: START STOP UNIT Halting Power Condition Timers (21-106r3)
d) ZBC-2 SBC-5 Eject Mode Field From VPD Page (21-118r0)
e) Moved Annex H SBC feature sets, to the beginning of the Annexes as it is a normative annex

R.4 Revision 3 (28 July 2022)
a) SBC-5 ZBC-3 Restore Elements and Rebuild clarifications (22-036r2)
b) Minor editorial changes

R.5 Revision 4 (26 January 2023)
a) SBC-5 Enhanced INQUIRY data changes when capacity changes (22-057r6)
b) SBC-5: Write and Verify command operation ambiguity (22-096r2)
c) SBC-5, ZBC-3: Limit Excessive Depopulating of Physical Elements (22-107r2)
d) SPC-6 SBC-5 SAT-5 Obsolete the 6 byte MODE SELECT and MODE SENSE commands (22-063r5)
e) SBC-5Add new status to GET LBA STATUS commands (22-108r1)

R.6 Revision 5 (4 October 2023)

) SBC-5: Does Sanitize EXIT FAILURE MODE need IMMED=1? (22-097R5)
) ZBC-3, SBC-5 Obsolete host aware (23-008R1)

) SBC-5 Constrained Streams with Data Lifetimes (23-024R3)

) SBC-5: Focus on Standardized Grouping Function (23-027R2)

) Minor editorial fixes

R.7 Revision 6 (16 November 2023)

) SBC-5, SPC-6: Interrupted Depopulation and Interrupted Restoration (23-071r0)
) SBC5: CAPPID Modifications (23-073r1)

) SBC-5 Nitpicking the Grouping Functions model (23-076r1)

)

a
b
c
d) SBC-5 Nitpicking in the Stream Control model (23-078r1)
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Foreword
This foreword is not part of American National Standard BSR INCITS 506.

The purpose of this standard is to define the model and command set extensions to be used in conjunction
with the SCSI Primary Command Set standard — 6 (SPC-6) to facilitate operation of SCSI direct access block
devices (e.g., hard disk drives).

Requests for interpretation, suggestions for improvement and addenda, or defect reports are welcome. They
should be sent to the INCITS Secretariat, International Committee for Information Technology Standards,
Information Technology Institute Council, Suite 610 K Street, NW, Washington, DC 20005.

This standard was processed and approved for submittal to ANSI by the International Committee for
Information Technology Standards (INCITS). Committee approval of the standard does not necessarily imply
that all committee members voted for approval. At the time it approved this standard, INCITS had the following
members:

Karen Higginbottom, Chair
David Michael, Vice-Chair

INCITS Technical Committee T10 on SCSI Storage Interfaces, which developed and reviewed this standard,
had the following members:

William Martin, Chair
Curtis Ballard, Vice-Chair

Curtis Stevens, Secretary
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SCSI standards family

Figure 0 shows the relationship of this standard to the other standards and related projects in the SCSI family
of standards as of the publication of this standard.

Primary command set
(shared for all device types)
(SPC-6)

Device-type specific command sets
(e.g., MMC-6, this standard)

SCSI transport protocols
(e.g., SPL-5, FCP-4)

SCSI Architecture Model
(SAM-6)

Interconnects
(e.g., SAS-4, Fibre Channel)

Figure 0 — SCSI document relationships

The SCSI document structure in figure 0 is intended to show the general applicability of the documents to one
another. Figure 0 is not intended to imply any hierarchy, protocol stack, or system architecture relationship.

The functional areas identified in figure 0 characterize the scope of standards within a group as follows:

SCSI Architecture Model: Defines the SCSI systems model, the functional partitioning of the SCSI standard
set and requirements applicable to all SCSI implementations and implementation standards.

Device-Type Specific Command Sets: Implementation standards that define specific device types including
a device model for each device type. These standards specify the required commands and behaviors that are
specific to a given device type and prescribe the requirements to be followed by a SCSI initiator device when
sending commands to a SCSI target device having the specific device type. The commands and behaviors for
a specific device type may include by reference commands and behaviors that are defined by other command
sets.

Shared Command Set: An implementation standard that defines a model for all SCSI device types. This
standard specifies the required commands and behavior that is common to all SCSI devices, regardless of
device type, and prescribes the requirements to be followed by a SCSI initiator device when sending
commands to any SCSI target device.

SCSI Transport Protocols: Implementation standards that define the requirements for exchanging
information so that different SCSI devices are capable of communicating.

Interconnects: Implementation standards that define the communications mechanism employed by the SCSI
transport protocols. These standards may describe the electrical and signaling requirements essential for
SCSI devices to interoperate over a given interconnect. Interconnect standards may allow the interconnection
of devices other than SCSI devices in ways that are not defined by this standard.

The term SCSI is used to refer to the family of standards described in this subclause.
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1 Scope

This standard defines the command set extensions to facilitate operation of SCSI direct access block devices.
The clauses in this standard, implemented in conjunction with the applicable clauses of SPC-6, specify the
standard command set for SCSI direct access block devices.

The objectives of this standard are to:

a) permit an application client to communicate over a SCSI service delivery subsystem (see SAM-6) with
a logical unit that declares itself to be a direct access block device in the PERIPHERAL DEVICE TYPE field
of the standard INQUIRY data (see SPC-6); and

b) define commands and parameters unique to the direct access block device type.

This standard makes obsolete the following concepts from SBC-3:

a) the EER bit and DCR bit (see 6.5.10);
b) the T™MC field and ETC bit in various log parameters;
c) the READ LONG command and WRITE LONG command except for write uncorrectable; and
d) the XOR command.
2 Normative references

The following documents, in whole or in part, are normatively referenced in this document and are
indispensable for its application. For dated references, only the edition cited applies. For undated references,
the latest edition of the referenced document (including any amendments) applies.

ISO/IEC 14776-342, Information technology — Small Computer System Interface (SCSI) — Part 342: SCSI-3
Controller Commands - 2 (SCC-2)

INCITS 468-2010, Multi-Media Commands - 6 (MMC-6)

INCITS 468-2010/AM 1 MultiMedia Command Set - 6 - Amendment 1 (MMC-6/AM 1)
INCITS 491-2018, SCSI / ATA Translation - 4 (SAT-4)

INCITS 497-2012, Automation/Drive Interface Commands - 3 (ADC-3)

INCITS 518, SCS/ Enclosure Services - 3 (SES-3) (planned as ISO/IEC 14776-373)
INCITS 536, Zoned Block Commands (ZBC) (planned as ISO/IEC 14776-345)
INCITS 546, SCS/ Architecture Model - 6 (SAM-6) (under consideration)

INCITS 550, Zoned Block Commands - 2 (ZBC-2) (under consideration)

INCITS 554, SAS Protocol Layer - 5 (SPL-5) (under consideration)

INCITS 566, SCS/ Primary Commands - 6 (SPC-6) (under consideration)
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3 Definitions, symbols, abbreviations, keywords, and conventions Introduction

Table 1 shows the topics in clause 3 and a reference to the subclause where each topic is described.

Table 1 — Direct access block device type mode topics and references

Topic Reference
Terms and Definitions 3.1
Symbols 3.2
Abbreviations 3.3
Keywords 3.4
Editorial conventions 3.5
Numeric conventions 3.6
State machine conventions 3.7

3.1 Terms and Definitions

3.1.1 additional sense code
combination of the ADDITIONAL SENSE CODE field and the ADDITIONAL SENSE CODE QUALIFIER field in the sense
data

Note 1 to entry: See SPC-6.

3.1.2 advanced background operation
background operation that may impact device server response time to affected LBAs and may include
garbage collection operations

3.1.3 AND
Boolean arithmetic function (see 3.1.13) on two binary input values that results in an output value of one if
both of the input values are one or zero if either of the input values is zero

3.1.4 AND operation
performance of an AND (see 3.1.3) bitwise on two multiple-bit input values both having the same number of
bits

Note 1 to entry: An example of multiple-bit inputs is the current content of a logical block and the content
contained in the Data-Out Buffer having the same number of bytes.

3.1.5 anchored
logical block provisioning state of an LBA (see 4.7.1) in which physical capacity has been reserved for the
referenced logical block (see 4.7.4.7)

3.1.6 application client
object that is the source of SCSI commands

Note 1 to entry: See SAM-6.
3.1.7 automatic read reassignment
sequence after the device server detects a recovered read error during which the device server, without

intervention from an application client, performs a reassign operation on the LBA for which the error was
detected
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3.1.8 atomic write command
command that performs one or more atomic write operations

Note 1 to entry: See 4.29.

3.1.9 atomic write operation
process by which a device server performs a write operation that is either completed in its entirety or has no
effects on stored logical block data

Note 1 to entry: See 4.29.

3.1.10 automatic write reassignment

sequence after the device server detects a recovered error or an unrecovered error during which the device
server, without intervention from an application client, performs a reassign operation on the LBA for which the
error was detected

3.1.11 background function
either a background scan operation (see 4.23) or a device specific background function (see 3.1.28)

3.1.12 bitmap buffer
temporary buffer within a device server (e.g., for one or more bytes of the result of an AND operation
(see 3.1.4) or an OR operation (see 3.1.60))

3.1.13 Boolean arithmetic function
function that produces an output from one or more inputs according to the rules of AND (see 3.1.3), XOR
(see 3.1.32), and OR (see 3.1.59)

3.1.14 byte
sequence of eight contiguous bits considered as a unit

3.1.15 cache
temporary data storage area that is capable of containing a subset of the logical block data stored by the
logical unit and is either volatile or non-volatile

3.1.16 check data
information contained within a redundancy group (see 3.1.82) that may allow lost or destroyed XOR-protected
data (see 3.1.120) to be recreated

3.1.17 command

request describing a unit of work to be performed by a device server

Note 1 to entry: See SAM-6.

3.1.18 command descriptor block (CDB)

structure used to communicate commands from an application client to a device server
Note 1 to entry: See SPC-6.

3.1.19 compare operation
process by which a device server compares two sets of data for equality

3.1.20 cyclic redundancy check (CRC)

error checking mechanism that checks data integrity by computing a polynomial algorithm based checksum
(see 4.21.4)
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3.1.21 Data-In Buffer
buffer specified by the application client to receive data from the device server during the processing of a
command

Note 1 to entry: See SAM-6 and SPC-6.

3.1.22 Data-Out Buffer
buffer specified by the application client to supply data that is sent from the application client to the device
server during the processing of a command

Note 1 to entry: See SAM-6 and SPC-6.

3.1.23 deallocated
logical block provisioning state of an LBA (see 4.7.1) in which physical capacity has not been reserved for the
referenced logical block (see 4.7.4.6)

3.1.24 defect list
GLIST (see 4.13) or PLIST (see 4.13)

3.1.25 depopulate operation
process by which a SCSI device removes the capability of a storage element to store logical block data

Note 1 to entry: See 4.36.4.2.

3.1.26 depopulated
the condition of a physical element that has been affected by a depopulate operation

3.1.27 device server
object within a logical unit (see 3.1.50) that processes SCSI commands according to the rules of command
management

Note 1 to entry: See SAM-6.

3.1.28 device specific background functions
SCSiI target device specific functions that a SCSI target device may perform that have no specific association
with application client-initiated operations

Note 1 to entry: See SPC-6.

3.1.29 device type
device model implemented by the logical unit and indicated to the application client by the PERIPHERAL DEVICE
TYPE field of the standard INQUIRY data (see SPC-6)

3.1.30 direct access block device
device that is capable of containing data stored in logical blocks that each have a unique LBA (see 4.2)

3.1.31 error correcting code (ECC)
error checking mechanism that checks data integrity and enables some errors in the logical block data to be
corrected

3.1.32 exclusive-or (XOR)
boolean arithmetic function on two binary input values that results in an output value of one if one and only
one of the input values is one, or zero if both of the input values are either zero or one

3.1.33 extent
set of logical blocks occupying contiguous LBAs on a logical unit
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3.1.34 field
group of one or more contiguous bits, a part of a larger structure (e.g., a CDB (see 3.1.18) or sense data (see
SPC-6))

3.1.35 format corrupt
vendor specific condition in which the device server may not be able to perform logical block access
commands

Note 1 to entry: See 4.10, 4.33, and 5.26.

3.1.36 format operation
process by which a device server initializes the medium in a logical unit

Note 1 to entry: See 4.10 and 4.33.

3.1.37 fully provisioned logical unit
logical unit that stores logical block data for every LBA and has assigned physical capacity for every LBA

Note 1 to entry: See 4.7.2.

3.1.38 garbage collection operation
process that prepares resources for future allocation to LBAs

3.1.39 grown defect list (GLIST)
list of physical blocks that the device server has detected as containing medium defects or that the application
client has specified as containing medium defects

Note 1 to entry: See 4.13.
3.1.40 hard reset

condition resulting from the events defined by SAM-6 during which the SCSI device performs the hard reset
operations described in SAM-6, this standard, and other applicable command standards (see table 34)

3.1.41 |_T nexus

relationship between a SCSI initiator port and a SCSI target port
Note 1 to entry: See SAM-6.

3.1.42 |_T nexus loss

condition resulting from the events defined by SAM-6 during which the SCSI device performs the |_T nexus
loss operations described in SAM-6, this standard, and other applicable command standards (see table 34)

3.1.43 LBA resource
resource used for storing logical block data

3.1.44 LBA mapping resource

resource used by a logical unit that supports logical block provisioning management

Note 1 to entry: An example of a mapping resource is a a physical block or a data structure associated with
tracking resource usage.

3.1.45 logical block

set of data bytes accessed and referenced as a unit

Note 1 to entry: See 4.5.

3.1.46 logical block access command

command that requests access to one or more logical blocks that may require access to the medium

Note 1 to entry: See 4.2.2.
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3.1.47 logical block address (LBA)
value used to reference a logical block (see 4.5)

3.1.48 logical block data
user data and protection information, if any

3.1.49 logical block length
number of bytes of user data in a logical block (see 4.5)

3.1.50 logical unit
externally addressable entity within a SCSI target device (see 3.1.86) that implements a SCSI device model

Note 1 to entry: See SAM-6.

3.1.51 logical unit reset
condition resulting from the events defined by SAM-6 in which the logical unit performs the logical unit reset
operations described in SAM-6, this standard, and other applicable command standards (see table 34)

3.1.52 mapped
logical block provisioning state of an LBA (see 4.7.1) in which physical capacity has been assigned to the
referenced logical block (see 4.7.4.5)

3.1.53 medium
material that is not cache on which data is stored
Note 1 to entry: The plural of medium is media.

Note 2 to entry: An example of a medium in which data is stored is a magnetic disk.

3.1.54 medium defect
area of the medium that results in a recovered error or an unrecovered error when a read medium operation or
a write medium operation is performed

Note 1 to entry: See 4.13.

3.1.55 misaligned write command
write command with fields set as described in 4.6.2

3.1.56 non-advanced background operation
background operation that does not impact device server response time to affected LBAs and may include
garbage collection operations

3.1.57 non-volatile cache
cache that retains logical block data through any power cycle

3.1.58 non-volatile medium
medium that retains logical block data through any power cycle

3.1.59 OR
Boolean arithmetic function (see 3.1.13) on two binary input values that results in an output value of one if
either of the input values are one or zero if both of the input values are zero

3.1.60 OR operation
performance of an OR (see 3.1.59) bitwise on two multiple-bit input values both having the same number of
bits

Note 1 to entry: An example of multiple-bit input is the current content of a logical block and the content
contained in the Data-Out Buffer having the same number of bytes.
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3.1.61 point in time ROD token
ROD token with a ROD type that is a point in time copy ROD

Note 1 to entry: See SPC-6.

3.1.62 physical block
set of data bytes accessed as a unit by the device server (see 4.6)

3.1.63 physical block length
number of bytes of logical block data in a physical block (see 4.6)

3.1.64 physical element
subcomponent of a SCSI device

3.1.65 power cycle
sequence of power being removed followed by power being applied to a SCSI device

3.1.66 power on
condition resulting from the events defined by SAM-6 during which a SCSI device performs the power on
operations described in SAM-6, this standard, and other applicable command standards (see table 34)

3.1.67 primary defect list (PLIST)
list of physical blocks containing medium defects that are considered permanent

Note 1 to entry: See 4.13.

3.1.68 protection information
group of fields at the end of each logical block or at specified intervals within each logical block that contain a
logical block guard, an application tag, and a reference tag

Note 1 to entry: See 4.21.

3.1.69 protection information interval
length of user data that occurs within a logical block before each protection information

3.1.70 provisioning initialization pattern
non-zero pattern that is the length of one logical block

3.1.71 pseudo read data
indeterminate logical block data

3.1.72 pseudo unrecovered error

simulated error (e.g., created by a WRITE LONG command (see 5.50 and 5.51)) for which a device server
reports that it is unable to read or write a logical block, regardless of whether the data on the medium is valid,
recoverable, or unrecoverable

3.1.73 pseudo unrecovered error with correction disabled
pseudo unrecovered error for which a device server performs no error recovery
Note 1 to entry: See 4.18.2.

3.1.74 read cache operation
process by which a device server reads logical blocks for one or more LBAs from cache as described in 4.15

3.1.75 read command
command that requests read operations

Note 1 to entry: See 4.2.2.
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3.1.76 read medium operation
process by which a device server reads logical blocks for one or more LBAs from the medium using the
parameters specified in the Read-Write Error Recovery mode page (see 6.5.10)

3.1.77 read operation
process by which a device server performs operations as described in this standard

Note 1 to entry: Examples of read operations are read cache operations and read medium operations.
Note 2 to entry: See 4.2.3.

3.1.78 reassign
perform a reassign operation

3.1.79 reassign operation
operation during which the device server changes the assignment of an LBA from a specified physical block to
another physical block and adds the specified physical block to the GLIST

3.1.80 recovered error
error for which a device server is able to read or write a logical block within the recovery limits specified in the
Read-Write Error Recovery mode page (see 6.5.10) or the Verify Error Recovery mode page (see 6.5.11)

3.1.81 recovered read error
recovered error that occurs during a read medium operation

3.1.82 redundancy group
grouping of XOR-protected data (see 3.1.120) and associated check data (see 3.1.16) into a single type of
data redundancy (see SCC-2)

3.1.83 resource provisioned logical unit
logical unit that may or may not store logical block data for every LBA and that provides enough LBA mapping
resources (see 3.1.44) to map every LBA

Note 1 to entry: See 4.7.3.2.

3.1.84 sanitize operation
process by which a device server alters information on a logical unit such that recovery of previous logical
block data from the cache and the medium is not possible

Note 1 to entry: See 4.11.

3.1.85 scattered write command
command that requests write operations to LBA ranges that may not be contiguous

3.1.86 SCSI target device

SCSI device containing logical units and SCSI target ports that receives device service requests and task
management requests for processing and sends device service responses and task management responses
to SCSl initiator devices

Note 1 to entry: See SAM-6.

3.1.87 sense data

data describing an error, exceptional condition, or completion information
Note 1 to entry: See SPC-6.

3.1.88 sense key

contents of the SENSE KEY field in the sense data

Note 1 to entry: See SAM-6.
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3.1.89 status
one byte of response information that contains a coded value defined in SAM-6, transferred from a device
server to an application client upon completion of each command

Note 1 to entry: See SAM-6.
3.1.90 stopped power condition

power condition in which a device server terminates TEST UNIT READY commands and logical block access
commands

Note 1 to entry: See 4.20.4.

3.1.91 storage element
physical element that provides non-volatile storage for an associated group of logical blocks

Note 1 to entry: See 4.36.

3.1.92 stream block
stream granularity size (see 6.6.5) area of physical media that is able to contain logical block data

3.1.93 stream identifier
identifier supplied by the device server and used by the application client to identify a stream

Note 1 to entry: See 4.32.

3.1.94 synchronize cache operation
process by which a device server synchronizes logical blocks within the volatile cache with the non-volatile
cache or the medium

3.1.95 thin provisioned logical unit
logical unit that may or may not store logical block data for every LBA and that may or may not provide enough
LBA mapping resources (see 3.1.44) to map every LBA

Note 1 to entry: See 4.7.3.3.

3.1.96 threshold set

set of two or more logical blocks used for tracking logical block provisioning thresholds
Note 1 to entry: See 4.7.3.7.

3.1.97 threshold set size

number of LBAs in a threshold set

Note 1 to entry: See 4.7.3.7.

3.1.98 token

representation of a collection of data

Note 1 to entry: See SPC-6.

3.1.99 truncate operation
process by which a device server reduces the logical unit’s capacity

Note 1 to entry: See 4.36.4.3.
3.1.100 unit attention condition

asynchronous status information that a logical unit establishes to report to the initiator ports associated with
one or more |_T nexuses

Note 1 to entry: See SAM-6.
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3.1.101 unmap command
command that requests an unmap operation

Note 1 to entry: See 4.2.2.

3.1.102 unmap operation
process by which a device server either deallocates or anchors a single LBA

Note 1 to entry: See 4.2.3 and 4.7.3.4.

3.1.103 unmapped
logical block provisioning state of an LBA (see 4.7.1) in which the LBA is either anchored or deallocated

3.1.104 unrecovered error

error for which a device server is unable to read a logical block or write a logical block within the recovery
limits specified in the Read-Write Error Recovery mode page (see 6.5.10) and/or the Verify Error Recovery
mode page (see 6.5.11)

3.1.105 unrecovered read error
unrecovered error that occurs during a read medium operation

3.1.106 unrecovered write error
unrecovered error that occurs during a write medium operation

3.1.107 user data
data contained in logical blocks that is accessible by an application client and is neither protection information
nor other information that may not be accessible to the application client

3.1.108 user data segment

contiguous sequence of logical blocks
Note 1 to entry: See 4.26.

3.1.109 verify command

command that requests verify operations
Note 1 to entry: See 4.2.2.

3.1.110 verify medium operation

process by which a device server reads logical blocks for one or more LBAs from the medium using the
parameters specified in the Verify Error Recovery mode page (see 6.5.11)

3.1.111 verify operation

process by which the device server performs operations as described in this standard
Note 1 to entry: An example of a verify operation is a verify medium operation.

Note 2 to entry: See 4.2.3.

3.1.112 volatile cache
cache that does not retain logical block data between power cycles

3.1.113 volatile medium

medium that does not retain logical block data between power cycles

Note 1 to entry: An example of volatile medium is a silicon memory device that loses data written to it if device
power is lost.

3.1.114 write cache operation
process by which a device server writes logical blocks for one or more LBAs to the cache (see 4.7.1)
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3.1.115 write command
command that requests write operations

Note 1 to entry: See 4.2.2.

3.1.116 write medium operation
process by which a device server writes logical blocks for one or more LBAs to the medium using the
parameters specified in the Read-Write Error Recovery mode page (see 6.5.10)

3.1.117 write operation

process by which a device server performs operations as described in this standard

Note 1 to entry: See 4.2.3.

3.1.118 write stream command

write command that allows the application client to specify a stream identifier (see 4.32) in the CDB
Note 1 to entry: See 4.32.2.

3.1.119XOR operation processing of an XOR bitwise on two identical-sized multiple-bit input values

Note 1 to entry: An example of multiple-bit inputs is the current value of a logical block and the new value for

that logical block.

3.1.120 XOR-protected data
logical blocks (i.e., including logical block data) that are part of a redundancy group

3.1.121 zoned block device
block device based on this standard that implements one or more of the models defined in ZBC-2

3.2 Symbols
Symbols used in this standard include:
Symbol Meaning
+ plus
- minus
X multiplied by
+ divided by
= equals
# not equal
< less than
> greater than

3.3 Abbreviations

Abbreviations used in this standard include:

Abbreviation  Meaning

CcDB command descriptor block (see 3.1.18)
CRC cyclic redundancy check (see 3.1.20)
ECC error correcting code (see 3.1.31)
GLIST grown defect list (see 3.1.39)

LBA logical block address (see 3.1.47)

LBM Logical Block Markup (see 6.8)

LBP logical block provisioning (see 4.7.4)
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LSB least significant bit

LUN logical unit number

M implementation is mandatory

MMC-6 SCSI Multimedia Commands - 6 (see clause 2)
MSB most significant bit

0] implementation is optional

PLIST primary defect list (see 3.1.67)

n/a not applicable

ROD representation of data (see SPC-6)

SAM-6 SCSI Architecture Model - 6 (see clause 2)
SCSI Small Computer System Interface family of standards
SCC-2 SCSI-3 Controller Commands - 2 (see clause 2)
SES-3 SCSI Enclosure Services - 3 (see clause 2)
SPC-6 SCSI Primary Commands - 6 (see clause 2)
SPL-5 SAS Protocol Layer-5 (see clause 2)

VPD Vital product data (see 6.6)

XOR exclusive-or (see 3.1.32)

ZBC-2 Zoned Block Commands - 2 (see clause 2)

3.4 Keywords

3.4.1 invalid
keyword used to describe an illegal or unsupported bit, byte, word, field or code value

Note 1 to entry: Receipt of an invalid bit, byte, word, field or code value shall be reported as an error.

3.4.2 mandatory
keyword indicating an item that is required to be implemented as defined in this standard

3.4.3 may
keyword that indicates flexibility of choice with no implied preference

Note 1 to entry: “May” is equivalent to “may or may not”.

3.4.4 may not
keywords that indicate flexibility of choice with no implied preference

Note 1 to entry: “May not” is equivalent to “may or may not”.

3.4.5 obsolete
keyword indicating that an item was defined in prior SCSI standards but has been removed from this standard

3.4.6 optional

keyword that describes features that are not required to be implemented by this standard; however, if any
optional feature defined in this standard is implemented, then it shall be implemented as defined in this
standard

3.4.7 prohibited

keyword used to describe a feature, function, or coded value that is defined in a non-SCSI standard (i.e., a
standard that is not a member of the SCSI family of standards) to which this standard makes a normative
reference where the use of said feature, function, or coded value is not allowed for implementations of this
standard

12 Working Draft SCSI Block Commands — 5 (SBC-5)



15 November 2023 T10/BSR INCITS 571 Revision 6

3.4.8 reserved
keyword referring to bits, bytes, words, fields and code values that are set aside for future standardization

Note 1 to entry: A reserved bit, byte, word or field shall be set to zero, or in accordance with a future
extension to this standard.

Note 2 to entry: Recipients are not required to check reserved bits, bytes, words or fields for zero values.
Note 3 to entry: Receipt of reserved code values in defined fields shall be reported as an error.
3.4.9 restricted

keyword referring to bits, bytes, words, and fields that are set aside for other identified standardization
purposes

Note 1 to entry: Arestricted bit, byte, word, or field shall be treated as a reserved bit, byte, word or field in the
context where the restricted designation appears.

3.4.10 shall

keyword indicating a mandatory requirement

Note 1 to entry: Designers are required to implement all such mandatory requirements to ensure
interoperability with other products that conform to this standard.

3.4.11 should

keyword indicating flexibility of choice with a strongly preferred alternative

Note 1 to entry: “Should” is equivalent to the phrase “it is strongly recommended”.

3.4.12 vendor specific

something (e.g., a bit, field, code value) that is not defined by this standard

Note 1 to entry: Specification of the referenced item is determined by the SCSI device vendor and may be
used differently in various implementations.

3.5 Editorial conventions

Certain words and terms used in this standard have a specific meaning beyond the normal English meaning.
These words and terms are defined either in 3.5 or in the text where they first appear.

Normal case is used for words having the normal English meaning.

Upper case is used when referring to names of commands, status codes, sense keys, and additional sense
codes (e.g., REQUEST SENSE command).

If there is more a CDB length specified for a particular command (e.g., ORWRITE (16) and ORWRITE (32)),
and the name of the command is used in a sentence without any CDB length descriptor (e.g., ORWRITE),
then the condition described in the sentence applies to all CDB lengths for that command.

Names of fields and state variables are in small uppercase (e.g. NAME). When a field or state variable name
contains acronyms, uppercase letters may also be used for readability (e.g., the LOGERR bit). Normal case is
used when the contents of a field or state variable are being discussed. Fields or state variables containing
only one bit are usually referred to as the NAME bit instead of the NAME field.

Lists sequenced by lowercase or uppercase letters show no ordering relationship between the listed items.
EXAMPLE 1 - The following list shows no relationship between the listed items:

a) red (i.e., one of the following colors):
A) crimson: or

B) amber;
b) blue; or
c) green.

Lists sequenced by numbers show an ordering relationship between the listed items.
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EXAMPLE 2 - The following list shows an ordered relationship between the named items:

1) top;
2) middle; and
3) bottom.

Lists are associated with an introductory paragraph or phrase, and are numbered relative to that paragraph or
phrase (i.e., all lists begin with an a) or 1) entry).

In the event of conflicting information the precedence for requirements defined in this standard is:

1) text;
2) tables; then
3) figures.

Tables show data format and values. Not all tables or figures are fully described in the text.

Notes and examples do not constitute any requirements for implementers, and notes are numbered
consecutively throughout this standard.

3.6 Numeric and character conventions

3.6.1 Numeric conventions

A binary number is represented in this standard by any sequence of digits comprised of only the Arabic
numerals 0 and 1 immediately followed by a lower-case b (e.g., 0101b). Underscores are included between
characters in binary number representations to increase readability or delineate field boundaries (e.g.,
0_0101_1010b).

A hexadecimal number is represented in this standard by any sequence of digits comprised of only the Arabic
numerals 0 to 9 and/or the upper-case English letters A to F immediately followed by a lower-case h (e.g.,
FA23h). Underscores are included in hexadecimal number representations to increase readability or delineate
field boundaries (e.g., B_FD8C_FA23h).

A decimal number is represented in this standard by any sequence of digits comprised of only the Arabic
numerals 0 to 9 not immediately followed by a lower-case b or lower-case h (e.g., 25).

A range of numeric values is represented in this standard in the form “a to z”, where a is the first value
included in the range, all values between a and z are included in the range, and z is the last value included in
the range (e.g., the representation “Oh to 3h” includes the values Oh, 1h, 2h, and 3h).

This standard uses the following conventions for representing decimal numbers:

a) the decimal separator (i.e., separating the integer and fractional portions of the number) is a period;

b) the thousands separator (i.e., separating groups of three digits in a portion of the number) is a space;
and

c) the thousands separator is used in both the integer portion and the fraction portion of a number.

Table 2 shows some examples of decimal numbers represented using various conventions.

Table 2 — Numbering convention examples

ISO/IEC United States This standard
0,6 0.6 0.6
3,141 592 65 3.14159265 3.141 592 65
1 000 1,000 1000
1323 462,95 1,323,462.95 1323 462.95

14 Working Draft SCSI Block Commands — 5 (SBC-5)



15 November 2023 T10/BSR INCITS 571 Revision 6

A decimal number represented in this standard with an overline over one or more digits following the decimal
point is a number where the overlined digits are infinitely repeating (e.g., 666.6 means 666.666 666... or
666 2/3, and 12.142 857 means 12.142 857 142 857... or 12 1/7).

3.6.2 Units of measure

This standard represents values using both decimal units of measure and binary units of measure. Values are
represented by the following formats:

a) for values based on decimal units of measure:

1)
2)
3)

and

numerical value (e.g., 100);

space;

prefix symbol and unit:

1) decimal prefix symbol (e.g., M) (see table 3); and
2) unit abbreviation;

b) for values based on binary units of measure:

1)
2)
3)

numerical value (e.g., 1 024);

space;

prefix symbol and unit:

1) binary prefix symbol (e.g., Gi) (see table 3); and
2) unit abbreviation.

Table 3 compares the prefix, symbols, and power of the binary and decimal units.

Table 3 — Comparison of decimal prefixes and binary prefixes

Decimal Binary
Prefix name | Prefix symbol (b?;‘gfo) Prefix name | Prefix symbol (E:sv:;)
kilo k 103 kibi Ki 210
mega M 108 mebi Mi 220
giga G 10° gibi Gi 230
tera T 1012 tebi Ti 240
peta P 1015 pebi Pi 250
exa E 108 exbi Ei 260
zetta z 1021 zebi Zi 270
yotta Y 1024 yobi Yi 280
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3.7 State machine conventions

Figure 1 shows how state machines are described in this standard.

S0: State 0 S1: State 1

L State1 e

- State 0 —

State 0 —pp»

Transition destination labels

Figure 1 — Example state machine figure

The state machine figure is followed by subclauses describing the states and state transitions.

Each state and state transition is described in the list with particular attention to the conditions that cause the
transition to occur and special conditions related to the transition.

A system specified in this manner has the following properties:

a) time elapses only within discrete states; and
b) state transitions are logically instantaneous.
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4 Direct access block device type model

4.1 Direct access block device type model introduction

Table 4 shows the topics in clause 4 and a reference to the subclause where each topic is described.

Table 4 — Direct access block device type model topics (part 1 of 2)

Topic Reference
Direct access block device type model overview 4.2
Media examples 4.3
Removable media 4.4
Logical blocks 4.5
Physical blocks 4.6
Logical block provisioning 4.7
Data de-duplication 4.8
Ready state 4.9
Initialization 4.10
Sanitize operations 4.11
Write protection 4.12
Medium defects 413
Write and unmap failures 4.14
Caches 4.15
Implicit HEAD OF QUEUE command processing 4.16
Reservations 417
Error reporting 4.18
Rebuild assist mode 4.19
START STOP UNIT and power conditions 4.20
Protection information model 4.21
Grouping function 4.22
Background scan operations 4.23
Deferred microcode activation 4.24
Model for uninterrupted sequences on LBA ranges 4.25
Referrals 4.26
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Table 4 — Direct access block device type model topics (part 2 of 2)

Topic Reference
ORWRITE commands 4.27
Block device ROD token operations 4.28
Atomic Writes 4.29
IO Advice Hints 4.30
Background operation control 4.31
Stream control 4.32
Format operations 4.33
Transfer limits 434
Scattered writes 4.35
Storage element depopulation and restoration 4.36

4.2 Direct access block device type model

4.2.1 Direct access block device type model overview

SCSI devices that conform to this standard are referred to as direct access block devices (e.g., hard disk
drives, removable rigid disks, and solid state drives).

This standard is intended to be used in conjunction with SAM-6, SPC-6, SCC-2, and SES-3.
Direct access block devices store data in logical blocks for later retrieval.

Logical blocks are stored by a process that causes localized changes or transitions within a medium. The
changes made to the medium to store the logical blocks may be volatile (i.e., not retained through power
cycles) or non-volatile (i.e., retained through power cycles).

4.2.2 Logical block access command types

The following are logical block access command types:

a) read commands;

b) unmap commands;

c) verify commands;

d) write commands; and

e) other commands (e.g., a FORMAT UNIT command or a SANITIZE command).

See table 34 for a list of commands for direct access block devices, including the logical block access
command type. Some commands may be more than one type of logical block access command (e.g., a
COMPARE AND WRITE command is both a read command and a write command).

4.2.3 Logical block access operation types

Each named command type (see 4.2.2) is processed by performing one or more of the following:

read operations;
unmap operations;
verify operations; and
write operations.

O O T QO
= —
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A device server that supports optional features (e.g., caches (see 4.15)) may be required to support additional
requirements (e.g., cache coherency, LBA mapping resource allocations) that are related to those features for
specific operations (e.g., read operations, write operations).

In a device server that does not support any optional features:

a) any read operation causes only read medium operations to be performed;
b) any verify operation causes only verify medium operations to be performed; and
c) any write operation causes only write medium operations to be performed.

The requirements for any optional feature (e.g., caches) may include additional requirements for the
operations described in this subclause.

If an optional feature (e.g., caches) defines requirements for read operations, then the device server shall
support those requirements for both verify operations and read operations.

4.3 Media examples

4.3.1 Media examples overview

Examples of types of media used by the direct access block device are:

a) arotating medium (see 4.3.2); and
b) a memory medium (see 4.3.3).

Other types of media are possible.
4.3.2 Rotating media

A rotating medium is one or more spinning disks, each coated with a magnetic material that allows flux
changes to be induced and recorded. An actuator positions a read-write head radially across the spinning
disk, allowing the device to randomly read or write the information at any radial position. Data is stored by
using the write portion of the head to record flux changes and the recorded data is read by using the read
portion of the head.

The circular path followed by the read-write head at a particular radius is called a track. A track is divided into
sectors each containing blocks of stored data. If there is more than one disk spinning on a single axis and the
actuator has a read-write head to access each of the disk surfaces, then the collection of tracks at a particular
radius is called a cylinder.

Alogical block is stored in one or more sectors, or a sector may store more than one logical block. Sectors
may also contain information for accessing, synchronizing, and protecting the integrity of the logical blocks.

A rotating medium direct access block device is ready if:

a) the disks are rotating at the correct speed; and
b) the read-write circuitry is powered and ready to access the data.

A START STOP UNIT command (see 5.31) may be required to bring the logical unit to the ready state.

The rotating medium in a direct access block device is non-volatile.

4.3.3 Memory media

A memory medium is solid state, random access memory (RAM) (e.g., static RAM (SRAM), dynamic RAM
(DRAM), magnetoresistive RAM (MRAM), ferroelectric RAM (FeRAM), or flash memory).

A memory medium direct access block device may be ready after power on and may not require a START
STOP UNIT command (see 5.31) to bring the logical unit to a ready state.
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These logical units may be nonmechanical, and logical blocks may be accessed with similar access times
regardless of their location on the medium. Memory medium direct access block devices may store less data
than disks or tapes and may be volatile.

A memory medium may be volatile (e.g., SRAM or DRAM) or non-volatile (e.g., SRAM or DRAM with battery
backup, MRAM, FeERAM, or flash memory).

4.4 Removable media

The medium may be removable or non-removable. A removable medium may be contained within a cartridge
or jacket to prevent damage to the recording surfaces.

A removable medium has an attribute of being mounted or demounted on a suitable transport mechanism in a
direct access block device. A removable medium is mounted when the direct access block device is capable
of accessing its medium (e.g., performing read medium operations and write medium operations). A
removable medium is demounted at any other time (e.g., during loading, unloading, or storage).

An application client may check whether a removable medium is mounted by sending a TEST UNIT READY
command (see SPC-6). A direct access block device containing a removable medium may not be accessible
for read operations, unmap operations, and write operations until it receives a START STOP UNIT command
with the START bit set to one (see 5.31).

If a direct access block device implements cache, either volatile or non-volatile, then the device server
ensures that all logical blocks on the medium contain the most recent logical block data prior to permitting
demounting of the removable medium.

If the medium in a direct access block device is removable, and the medium is removed, then the device
server shall establish a unit attention condition with the additional sense code set to the appropriate value
(e.g., MEDIUM NOT PRESENT). The PREVENT ALLOW MEDIUM REMOVAL command (see 5.15) allows
an application client to restrict the demounting of the removable medium.

If an application client sends a START STOP UNIT command to request that the removable medium to be
ejected and the direct access block device is prevented from demounting the medium by a previous
PREVENT ALLOW MEDIUM REMOVAL command, then the START STOP UNIT command is terminated by
the device server.

4.5 Logical blocks

Logical blocks are stored on the medium. Logical blocks:

a) contain logical block data that contains:
A) user data; and
B) protection information, if any;
and
b) may contain additional information (e.g., an ECC which may be used for medium defect management
(see 4.13)), which may not be accessible to the application client.

The number of bytes of user data contained in each logical block is the logical block length. The logical block
length is greater than or equal to one byte and should be an even number of bytes (e.g., 512 bytes, 520 bytes,
4 096 bytes, or 4 104 bytes). The logical block length does not include the length of protection information, if
any, and additional information, if any, that are contained in the logical block. The logical block length is the
same for all logical blocks in the logical unit. The LOGICAL BLOCK LENGTH IN BYTES field (see 5.20.2) and the
READ CAPACITY (16) parameter data (see 5.21.2) indicates the logical block length. The FORMAT UNIT
command (see 5.4) and the mode parameter block descriptor (see 6.5.2) are used together by an application
client to change the logical block length in direct access block devices that support changeable logical block
lengths.
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Each logical block is referenced by a unique LBA, which is either four bytes in length or eight bytes in length.
The LBAs on a logical unit shall begin with zero and shall be contiguous up to the last LBA on the logical unit.
The last LBA is [n-1], where [n] is the number of logical blocks accessible by an application client.

For this standard, the RETURNED LOGICAL BLOCK ADDRESS field in the READ CAPACITY (10) parameter data
(see 5.20.2) and the READ CAPACITY (16) parameter data (see 5.21.2) indicates the value of [n-1].

Other command standards (e.g., ZBC-2) may define the contents of the RETURNED LOGICAL BLOCK ADDRESS
field to be less than [n-1].

Each LBA has a logical block provisioning state (see 4.7) of mapped, deallocated, or anchored.
Some commands support only four-byte LOGICAL BLOCK ADDRESS fields (e.g., READ (10), and WRITE (10)).

If the capacity of the logical unit exceeds that accessible with four-byte LBAs, then the device server returns
the RETURNED LOGICAL BLOCK ADDRESS field set to FFFF_FFFFh in the READ CAPACITY (10) parameter data,
indicating that an application client should:

a) enable descriptor format sense data (see SPC-6) in the Control mode page (see SPC-6) and in any
REQUEST SENSE commands (see SPC-6) it sends; and
b) use commands with eight-byte LOGICAL BLOCK ADDRESS fields (e.g., READ (16), and WRITE (16)).

NOTE 1 - If a command requests access to an LBA greater than FFFF_FFFFh, fixed format sense data is
used, and an error occurs for that LBA, then there is no field in the sense data large enough to report that LBA
as having an error (see 4.18).

If a command is received that references or attempts to access a logical block that exceeds the capacity of the
medium, then the device server shall terminate the command (e.g., with CHECK CONDITION status with the
sense key set to ILLEGAL REQUEST and the additional sense code set to LOGICAL BLOCK ADDRESS
OUT OF RANGE). The device server:

a) should terminate the command before processing; and
b) may terminate the command after the device server has transferred some, all, or none of the data.

The location of a logical block on the medium is not required to have a relationship to the location of any other
logical block. However, in a direct access block device with rotating media (see 4.3.2), the time to access a
logical block at LBA [x+1] after accessing LBA [x] is often less than the time to access some other logical
block.

4.6 Physical blocks

4.6.1 Overview

A physical block is a set of data bytes on the medium accessed by the device server as a unit. A physical
block may contain:

a) a portion of a logical block (i.e., there are multiple physical blocks in the logical block)(e.g., a physical
block length of 512 bytes with a logical block length of 2 048 bytes);

b) a single complete logical block; or

c) more than one logical block (i.e., there are multiple logical blocks in the physical block)(e.g., a
physical block length of 4 096 bytes with a logical block length of 512 bytes).

Each physical block may include additional information (e.g., an ECC which may be used for medium defect
management (see 4.13)), which may not be accessible to the application client.

If the device server supports the creation of pseudo unrecovered errors (see 4.18.2), then the device server
shall have the capability of marking individual logical blocks as containing pseudo unrecovered errors.

Logical blocks may or may not be aligned to physical block boundaries. A mechanism for establishing the
alignment is not defined by this standard.
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Figure 2 shows examples of where there are one or more physical blocks per logical block, and LBA 0 is
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aligned to a physical block boundary. The LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field and the
LOWEST ALIGNED LOGICAL BLOCK ADDRESS field (see 5.21.2) indicate the alignment.

The LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field is set to Oh (i.e.

physical blocks per logical block).

, indicating one or more

The LOWEST ALIGNED LOGICAL BLOCK ADDRESS field is set to 0000h (i.e., indicating that LBA 0 is

located at the beginning of a physical block).

4 physical blocks per logical block:

LBA 1

PB PB PB PB PB PB PB PB

3 physical blocks per logical block:
LBA 1 LBA 2

PB PB PB PB PB PB PB PB PB

2 physical blocks per logical block:
LBA 1 LBA 2 LBA 3 LBA 4

PB PB PB PB PB PB PB PB PB PB

1 physical block per logical block:
LBA1|LBA2|LBA3|LBA4|LBAS5|LBAG6|LBA7|LBAS8|LBA9|[LBA10]...
PB PB PB PB PB PB PB PB PB PB PB

Key:
LBA n = logical block with LBA n
PB = physical block

Figure 2 — One or more physical blocks per logical block examples
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Figure 3 shows examples of where there are one or more logical blocks per physical block, and LBA 0 is
aligned to a physical block boundary. The LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field and the
LOWEST ALIGNED LOGICAL BLOCK ADDRESS field (see 5.21.2) indicate the alignment.

The LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field is set to a non-zero value (i.e., indicating more

than one logical block per physical block).
The LOWEST ALIGNED LOGICAL BLOCK ADDRESS field is set to 0000h (i.e., indicating that LBA 0 is located

at the beginning of a physical block).

LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to 1h (i.e., 2" logical blocks per physical block):
F LBA1|LBA2|LBA3|LBA4|LBAS|LBAG|LBA7|LBAS|LBAO9[LBA 10]LBA 11
P

B PB PB PB PB PB
LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to 2h (i.e.,

2? logical blocks per physical block):
LBA 8 | LBA 9 |LBA 10|LBA 11

LBA1|LBA2|LBA3 LBAS5|LBAG |LBA7

LBA 4

PB

PB

L

PB

LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to 3h (i.e., 2% logical blocks per physical block):

FLBA1 LBA2|LBA3|LBA4|LBA5|LBA6|LBA7

PB
Key:
LBA n = logical block with LBA n
PB = physical block

Figure 3 — One or more logical blocks per physical block examples
Figure 4 shows examples of where there are two logical blocks per physical block, and different LBAs are

aligned to physical block boundaries. The LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field and the
LOWEST ALIGNED LOGICAL BLOCK ADDRESS field (see 5.21.2) indicate the alignment.

LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to 1h (i.e., 2" logical blocks per physical block):

LOWEST ALIGNED LOGICAL BLOCK ADDRESS field set to 0000h:

FLBA1 LBA2|LBA3|LBA4|LBAS
P

B PB PB
LOWEST ALIGNED LOGICAL BLOCK
LBAO LBA 2
PB PB

LBA8 [LBA9
PB

LBAG |LBA7
PB

ADDRESS field set to 0001h:
LBA3 [LBA4|LBA5|LBAG
PB PB

LBA 9 [LBA 10| ...
PB

LBA7|LBAS
PB

Key:
LBA n = logical block with LBA n

PB = physical block

Figure 4 — Two logical blocks per physical block alignment examples

Working Draft SCSI Block Commands — 5 (SBC-5) 23



T10/BSR INCITS 571 Revision 6 15 November 2023

Figure 5 shows examples of where there are four logical blocks per physical block, and different LBAs are
aligned to physical block boundaries. The LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field and the
LOWEST ALIGNED LOGICAL BLOCK ADDRESS field (see 5.21.2) indicate the alignment.

LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to 2h (i.e., 2% logical blocks per physical block):

LOWEST ALIGNED LOGICAL BLOCK ADDRESS field set to 0000h:
LBA1|LBA2|LBA3|LBA4|LBA5|LBAG6|LBA7
PB PB

B

LOWEST ALIGNED LOGICAL BLOCK ADDRESS field set to 0001h:
LBAO LBA2 (LBA3|LBA4 |LBAS5|LBAG|LBA7|LBAS
PB PB

PB

|

LOWEST ALIGNED LOGICAL BLOCK ADDRESS field set to 0002h:
LBAO | LBA 1 LBA3 |LBA4|LBAS5 |LBAG|LBA7|LBAS8|LBAY
PB PB PB

B

LOWEST ALIGNED LOGICAL BLOCK ADDRESS field set to 0003h:
LBAO [LBA1|[LBA2 LBA4 | LBA5|LBAG6|LBA7|LBA8|LBA9|LBA 10| ...
PB PB PB

B

Key:
LBA n = logical block with LBA n
PB = physical block

Figure 5 — Four logical blocks per physical block alignment examples
If there is more than one logical block per physical block, then not all of the logical blocks are aligned to the
physical block boundaries. When using logical block access commands (see 4.2.2), application clients should:

a) specify an LBA that is aligned to a physical block boundary; and
b) access an integral number of physical blocks, provided that the access does not go beyond the last
LBA on the medium.

See annex E for an example method in which application clients may use alignment information to determine
optimal performance for logical block access.

4.6.2 Physical block misaligned write reporting

A misaligned write command is a write command that specifies a:

a) LOGICAL BLOCK ADDRESS field that does not correspond to the first LBA of a physical block; or
b) TRANSFER LENGTH field that is not a multiple of the number of logical blocks per physical block (see
table 91) and the number of logical blocks per physical block is greater than one.

The LPS Misalignment log page (see 6.4.6) reports misaligned write command information. The oldest
reported misaligned write command is identified by a parameter code value of 0001h, with each successive
time ordered misaligned write command identified by successively numbered parameter codes.

The maximum number of reportable LPS Misalignment log parameters supported by the device server is
indicated in the MAX_LPSM field in the LPS Misalignment Count log parameter. If the parameter code value for
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the newest LPS Misalignment log parameter (i.e. parameter code with the greatest value) is equal to the value
of the MAX_LPsM field in the LPS Misalignment Count log parameter (i.e. the log is full), then the device server
shall not append additional LPS Misalignment log parameters to the LPS Misalignment log page.

The MWR field (see 6.5.10) specifies how misaligned write commands are processed. If the device server
processes a misaligned write command, and the MWR field is set to:

a) 00b (i.e. DISABLED), then the device server shall process that write command without adding a log
parameter in the LPS Misalignment log page (see 6.4.6);
b) 01b (i.e. ENABLED), then the device server shall:
1) process that write command;
2) add a log parameter in the LPS Misalignment log page, if the log is not full; and
3) if that write command completes without error, complete the command with GOOD status with the
sense key set to COMPLETED and the additional sense code set to MISALIGNED WRITE
COMMAND;

or

c) 10b (i.e. TERMINATE), then the device server shall:
1) add a log parameter in the LPS Misalignment log page, if the page is not full; and
2) terminate the command with CHECK CONDITION status with the sense key set to ILLEGAL
REQUEST and the additional sense code set to MISALIGNED WRITE COMMAND.

4.7 Logical block provisioning

4.7 1 Logical block provisioning overview

Each LBA in a logical unit is either mapped or unmapped. For LBAs that are mapped, there is a known
relationship between the LBA and one or more physical blocks that contain logical block data. For LBAs that
are unmapped, the relationship between the LBA and a physical block is not defined. Figure 6 shows two
examples of the relationship between mapped and unmapped LBAs and physical blocks in a logical unit. One
example shows one LBA per physical block and one example shows two LBAs per physical block. The
LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field is defined in the READ CAPACITY (16) parameter data
(see 5.21.2).

LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to Oh (i.e., 2° logical blocks per physical block):
LBAO LBA 1 LBA 2 LBA 3 LBA 4 LBA 5 LBA 6 LBA7
PB PB Unmapped PB Unmapped [ Unmapped PB PB

LOGICAL BLOCKS PER PHYSICAL BLOCK EXPONENT field set to 1h (i.e., 2" logical blocks per physical block):
LBAO LBA1 LBA 2 LBA 3 LBA 4 LBA 5 LBA 6 LBA7
PB Unmapped PB Unmapped

Key:

LBA n = logical block with LBA n

PB = physical block

Unmapped = the relationship between the LBA(s) and a physical block is not defined

Figure 6 — Examples of the relationship between mapped and unmapped LBAs and physical blocks
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Each unmapped LBA is either anchored or deallocated. Anchored and deallocated are states in the LBP state
machine (see 4.7.4) that have the following properties:

a) awrite command that specifies an anchored LBA does not require allocation of additional LBA
mapping resources for that LBA; and
b) a write command that specifies a deallocated LBA may require allocation of LBA mapping resources.

Depending on the logical block provisioning types (see table 5), the quantity of LBA mapping resources
available to a logical unit may be greater than, equal to, or less than the quantity required to store logical block
data for every LBA.

Table 5 list the logical block provisioning states supported by each type of logical block provisioning.

Table 5 — Logical block provisioning states supported by logical block provisioning type

Logical block provisioning states

Type Unmapped Reference
Mapped
Anchored Deallocated
Fully provisioned Mandatory Prohibited Prohibited 4.7.2
Resource provisioned Mandatory Optional Optional 4.7.3.2
Thin provisioned Mandatory Optional Mandatory 4.7.3.3

4.7.2 Fully provisioned logical unit

The device server shall map every LBA in a fully provisioned logical unit. A fully provisioned logical unit shall
provide enough LBA mapping resources to contain all logical blocks for the logical unit’s capacity as reported
in the READ CAPACITY (10) parameter data (see 5.20.2) and the READ CAPACITY (16) parameter data
(see 5.21.2). The device server shall not cause any LBA on a fully provisioned logical unit to become
unmapped (i.e., anchored or deallocated).

A fully provisioned logical unit does not support logical block provisioning management (see 4.7.3). A fully
provisioned logical unit may support the GET LBA STATUS (16) command (see 5.6) and the GET LBA
STATUS (32) command (see 5.7).

The device server in a fully provisioned logical unit shall set the LBPME bit to zero in the READ CAPACITY (16)
parameter data (see 5.21.2).

4.7.3 Logical block provisioning management

4.7.3.1 Logical block provisioning management overview

A logical unit that supports logical block provisioning management (i.e., implements unmapped LBAs, unmap
operations, and related actions) shall be either:

a) resource provisioned (see 4.7.3.2); or
b) thin provisioned (see 4.7.3.3).

A logical unit that supports logical block provisioning management may change from resource provisioned to
thin provisioned as resources become unavailable. If the logical unit transitions from resource provisioned to
thin provisioned, then the logical unit shall change the PROVISIONING TYPE field to 010b (i.e., the logical unit is
thin provisioned) in the Logical Block Provisioning VPD page (see 6.6.9) and establish a unit attention
condition with the additional sense code set to INQUIRY DATA HAS CHANGED as described in SPC-6.

A logical unit that supports logical block provisioning management shall implement the LBP state machine
(see 4.7.4) for each LBA.
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The device server in a logical unit that supports logical block provisioning management:

a) shall support the Logical Block Provisioning VPD page (see 6.6.9);

b) may supply a provisioning group designation descriptor as defined in the Logical Block Provisioning
VPD page;

c) may support logical block provisioning thresholds (see 4.7.3.7.1);

d) may support the GET LBA STATUS (16) command (see 5.6);

e) may support the GET LBA STATUS (32) command (see 5.7)

f)  should support the Block Limits VPD page (see 6.6.4); and

g) shall support at least one of the following unmap mechanisms:
A) the UNMAP command (see 5.35);
B) the UNMAP bit in the WRITE SAME (10) command (see 5.52);
C) the UNMAP bit in the WRITE SAME (16) command (see 5.53); or
D) the UNMAP bit in the WRITE SAME (32) command (see 5.54).

If the device server supports:

a) the UNMAP bit in the WRITE SAME (10) command or in the WRITE SAME (16) command; and
b) the WRITE SAME (32) command (see 5.54),

then the device server shall support the UNMAP bit in the WRITE SAME (32) command.

If a device server supports the UNMAP command and the Block Limits VPD page, then the device server
shall:

a) setthe MAXIMUM UNMAP LBA COUNT field (see 6.6.4) to a value greater than or equal to one; and
b) setthe MAXIMUM UNMAP DESCRIPTOR COUNT field (see 6.6.4) to a value greater than or equal to one.

4.7.3.2 Resource provisioned logical unit

A resource provisioned logical unit shall support logical block provisioning management (see 4.7.3.1).

The device server shall map, anchor, or deallocate each LBA in a resource provisioned logical unit. A
resource provisioned logical unit shall provide LBA mapping resources sufficient to map all LBAs for the
logical unit's capacity as indicated in the RETURNED LOGICAL BLOCK ADDRESS field of the READ CAPACITY (10)
parameter data (see 5.20.2) and the READ CAPACITY (16) parameter data (see 5.21.2). A resource
provisioned logical unit may provide resources in excess of this requirement.

The device server in a resource provisioned logical unit:

a) shall set the LBPME bit to one in the READ CAPACITY (16) parameter data (see 5.21.2);

b) shall set the PROVISIONING TYPE field to 001b (i.e., resource provisioned) in the Logical Block
Provisioning VPD page (see 6.6.9); and

c) may set the ANC_SUP bit to one in the Logical Block Provisioning VPD page.

The initial condition of every LBA in a resource provisioned logical unit is anchored (see 4.7.4.1) or dellocated.
4.7.3.3 Thin provisioned logical unit

A thin provisioned logical unit shall support logical block provisioning management (see 4.7.3.1).

The device server in a thin provisioned logical unit may indicate a larger capacity in the RETURNED LOGICAL
BLOCK ADDRESS field in the READ CAPACITY (10) parameter data (see 5.20.2) and the READ CAPACITY (16)
parameter data (see 5.21.2) than the number of LBA mapping resources available for mapping LBAs in the
logical unit.

The device server shall map, anchor, or deallocate each LBA in a thin provisioned logical unit (see table 5). A
thin provisioned logical unit is not required to provide LBA mapping resources sufficient to map all LBAs for
the logical unit’'s capacity as indicated in the RETURNED LOGICAL BLOCK ADDRESS field of the READ
CAPACITY (10) parameter data (see 5.20.2) and the READ CAPACITY (16) parameter data (see 5.21.2).
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If the logical unit does not support anchored LBAs (i.e, the ANC_SUP bit is set to zero in the Logical Block
Provisioning VPD page (see 6.6.9)), then:

a) every unmapped LBA in the logical unit shall be deallocated; and
b) the device server shall terminate every command that specifies anchoring an LBA (e.g., a WRITE
SAME command with the ANCHOR bit set to one (see 5.52)).

The device server in a thin provisioned logical unit shall set:

a) the LBPME bit to one in the READ CAPACITY (16) parameter data (see 5.21.2); and
b) the PROVISIONING TYPE field to 010b (i.e., thin provisioned) in the Logical Block Provisioning VPD page
(see 6.6.9).

The initial condition of every LBA in a thin provisioned logical unit is deallocated (see 4.7.4.1).
4.7.3.4 Unmapping LBAs
4.7.3.4.1 Unmapping overview

A logical unit that supports logical block provisioning management shall support unmapping of LBAs.

The logical block provisioning state of an LBA may change to unmapped (i.e., deallocated (see 4.7.4.6) or
anchored (see 4.7.4.7)) as a result of:

a) an unmap request (see 4.7.3.4.2);

b) an autonomous LBA transition (see 4.7.3.5) (e.g., following a FORMAT UNIT command (see 5.4) or a
write command that sets the logical block data to zero); or

c) other commands that result in LBAs being initialized to unmapped (e.g., a SANITIZE command
(see 5.30)).

4.7.3.4.2 Processing unmap requests

Application clients use unmap commands (see 4.2.2) to request that LBAs be unmapped. For each LBA that
is requested to be unmapped, the device server shall:

a) perform an unmap operation (see 4.7.3.4.3) on the LBA; or
b) make no change to the logical block provisioning state of the LBA.

The application client determines the logical block provisioning state of LBAs using the GET LBA STATUS
(16) command (see 5.6) or the GET LBA STATUS (32) command (see 5.7).

Application clients should not rely on an UNMAP command (see 5.35) to cause specific data (e.g., zeros) to
be returned by subsequent read operations on the specified LBAs. To produce consistent results for
subsequent read operations, a write command (e.g., the WRITE SAME command) should be used to write
user data.

EXAMPLE - To ensure that subsequent read operations return all zeros in a logical block, the application client should use
the WRITE SAME (16) command with the NDOB bit set to one. If the UNMAP bit is set to one, then the device server may
unmap the logical blocks specified by the WRITE SAME (16) command as described in 4.7.3.4.4.

4.7.3.4.3 Unmap operations

An unmap operation:

a) results in a single LBA becoming either deallocated or anchored;

b) may change the relationship between one LBA and one or more physical blocks; and

c) may change the logical block data that is returned in response to a subsequent read command
specifying that LBA.

The data in all other mapped LBAs on the medium shall be preserved. Performing an unmap operation (e.g.,
to change from anchored to deallocated, or remain in the same logical block provisioning state) on an
unmapped LBA shall not be considered an error.
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An unmap operation may or may not release LBA mapping resources.

An application client may use an unmap command (see 4.2.2) to request that the device server perform an
unmap operation on each specified LBA. A single unmap command may result in zero or more unmap
operations.

4.7.3.4.4 WRITE SAME command and unmap operations

A WRITE SAME command (see 5.52, 5.53, and 5.54) may be used to request unmap operations that
deallocate or anchor the specified LBAs. If unmap operations are requested in a WRITE SAME command,
then for each specified LBA:

a) if the Data-Out Buffer of the WRITE SAME command is the same as the logical block data returned by
a read operation from that LBA while in the unmapped state (see 4.7.4.4), then:
1) the device server performs the actions described in table 6; and
2) if an unmap operation is not performed in step 1), then the device server shall perform the
specified write operation to that LBA;

or

b) if the Data-Out Buffer of the WRITE SAME command is not the same as the logical block data
returned by a read operation from that LBA while in the unmapped state (see 4.7.4.4), then the device
server shall perform the specified write operation to that LBA.

Table 6 — WRITE SAME command and unmap operations

Logical block
provisioning
management type

Unmap operations that request to Unmap operations that request to
deallocate the specified LBA anchor the specified LBA

a) should perform an unmap operation to

Thin provisioned deallocate the LBA (see 4.7.4.6.1); or | should perform an unmap operation
logical unit b) may perform an unmap operation to to anchor the LBA

anchor the LBA (see 4.7.4.7.1)

a) should perform an unmap operation to

Resource provisioned anchor the LBA; or should perform an unmap operation
logical unit b) may perform an unmap operation to to anchor the LBA

deallocate the LBA

A WRITE SAME command shall not cause an LBA to become unmapped if unmapping that LBA creates a
case in which a subsequent read of that unmapped LBA is able to return logical block data that differs from the
Data-Out Buffer for that WRITE SAME command (see 4.7.4.4).

If the device server does not support allowing a WRITE SAME command to request unmap operations, then
the device server shall:

a) perform the write operations specified by the WRITE SAME command; and
b) not perform any unmap operations.

The device server shall perform the write operations specified by a WRITE SAME command and shall not
perform any unmap operations if the device server sets the LBPRZ field to xx1b (see 6.6.9), and:

a) any bitin the user data transferred from the Data-Out Buffer is not zero; or
b) the protection information, if any, transferred from the Data-Out Buffer is not set to
FFFF_FFFF_FFFF_FFFFh.

The device server shall perform the write operations specified by a WRITE SAME command and shall not
perform any unmap operations, if the device server sets the LBPRZ field to 010b and:

a) the user data transferred from the Data-Out Buffer is not set to the provisioning initialization pattern; or
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b) the protection information, if any, transferred from the Data-Out Buffer is not set to
FFFF_FFFF_FFFF_FFFFh.

4.7.3.5 Autonomous LBA transitions

A device server may perform the following actions at any time:

a) transition any deallocated LBA to mapped;
b) transition any anchored LBA to mapped; or
c) ftransition any deallocated LBA to anchored.

If the LBPRZ field (see 6.6.9) is set to:

a) xx1b, and a mapped LBA references a logical block that contains:
A) user data with all bits set to zero; and
B) protection information, if any with the:
a) LOGICAL BLOCK GUARD field set to FFFFh or set to 0000h;
b) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and
C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh;
or
b) 010b, and a mapped LBA references a logical block that contains:
A) user data set to the provisioning initialization pattern; and
B) protection information, if any, with the:
a) LOGICAL BLOCK GUARD field set to FFFFh or set to the CRC for the provisioning initialization
pattern;
b) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and
C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh,

then the device server may transition that mapped LBA to anchored or deallocated at any time.

The logical block provisioning state machine (see 4.7.4) specifies additional requirements for the transitions
specified in this subclause.

4.7.3.6 Logical unit resource exhaustion considerations

4.7.3.6.1 Thin provisioned logical unit resource exhaustion considerations

a) a write operation is requested by an application client, and a temporary lack of LBA mapping
resources prevents the logical unit from performing the write operation; or

b) an unmap operation is requested by an application client to transition an LBA to the anchored state
and a temporary lack of LBA mapping resources prevents the logical unit from anchoring the LBA,

then the device server shall terminate the command requesting the operation with CHECK CONDITION
status with the sense key set to NOT READY and the additional sense code set to LOGICAL UNIT NOT
READY, SPACE ALLOCATION IN PROGRESS. In this case, the application client should resend the
command.

If:

a) a write operation is requested by an application client, and a persistent lack of LBA mapping
resources prevents the logical unit from performing the write operation; or

b) an unmap operation is requested by an application client to transition an LBA to the anchored state
and a persistent lack of LBA mapping resources prevents the logical unit from anchoring the LBA,

then the device server shall terminate the command requesting the unmap operation with CHECK
CONDITION status with the sense key set to DATA PROTECT and the additional sense code set to SPACE
ALLOCATION FAILED WRITE PROTECT. This condition shall not cause the device server to set the wp bit in
the DEVICE-SPECIFIC PARAMETER field of the mode parameter header to one (see 6.5.1). In this case, recovery
actions by the application client are not defined by this standard.
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A logical block provisioning threshold may be available to monitor the availability of LBA mapping resources
(see 4.7.3.7). A logical block provisioning log parameter that reports available LBA mapping resources may
be available in the Logical Block Provisioning log page (see 6.4.5).

4.7.3.6.2 Resource provisioned logical unit resource exhaustion considerations

a) a write operation is requested by an application client, and a temporary lack of LBA mapping
resources prevents the logical unit from performing the write operation; or

b) an unmap operation is requested by an application client to transition an LBA to the anchored state
and a temporary lack of LBA mapping resources prevents the logical unit from anchoring the LBA,

then the device server shall terminate the command requesting the operation with CHECK CONDITION
status with the sense key set to NOT READY and the additional sense code set to LOGICAL UNIT NOT
READY, SPACE ALLOCATION IN PROGRESS. In this case, the application client should resend the
command.

In a resource provisioned logical unit a write operation requested by an application client shall not result in a
persistent lack of LBA mapping resources that prevents the logical unit from performing the write operation.
Therefore, a resource provisioned logical unit shall not terminate any command with CHECK CONDITION
status with the sense key set to DATA PROTECT and the additional sense code set to SPACE ALLOCATION
FAILED WRITE PROTECT.

A logical block provisioning threshold may be available to monitor the availability of LBA mapping resources
(see 4.7.3.7). A parameter that reports available LBA mapping resources may be available in the page
(see 6.4.5).

4.7.3.7 Logical block provisioning thresholds
4.7.3.7.1 Logical block provisioning thresholds overview

Logical block provisioning thresholds provide a mechanism for the device server to establish a unit attention
condition to notify application clients when thresholds related to logical block provisioning are crossed. Logical
block provisioning thresholds may operate on an armed increasing basis or an armed decreasing basis.

If a device server supports logical block provisioning thresholds, then the device server:

a) shall support the Logical Block Provisioning mode page (see 6.5.9); and
b) may support the Logical Block Provisioning log page (see 6.4.5).

Logical block provisioning thresholds may be based on threshold sets (see 4.7.3.7.2) or percentages
(see 4.7.3.7.3).
4.7.3.7.2 Threshold sets

The end points of the range over which a logical block provisioning threshold operates are defined as follows:
threshold minimum = ((threshold count x threshold set size) — (threshold set size x 0.5))
threshold maximum = ((threshold count x threshold set size) + (threshold set size x 0.5))
where:
threshold minimum is the lowest number of LBAs in the range for this threshold;
threshold maximum is the highest number of LBAs in the range for this threshold;

threshold count  is the center of the threshold range for this threshold (i.e., the threshold count
value as specified in the threshold descriptor in the Logical Block
Provisioning mode page); and
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is the number of LBAs in each threshold set (i.e., 2(threshold exponent) | Bag
where the threshold exponent is indicated in the Logical Block Provisioning
VPD page (see 6.6.9)).

Table 7 defines the meaning of the combinations of values for the THRESHOLD RESOURCE field, the THRESHOLD
TYPE field, and the THRESHOLD ARMING field that are used for logical block provisioning thresholds. See the
Logical Block Provisioning mode page (see 6.5.9) for the definition of these fields.

Table 7 — Threshold resource value, threshold type value, and threshold arming value for logical
block provisioning thresholds

Threshold Threshold
Threshold . i
resource arming Description
type value
value value
The device server applies the threshold to the availability of
01h 000b 000b LBA mapping resources and performs notifications as the
availability of those resources decreases. @
The device server applies the threshold to the usage of LBA
02h 000b 001b mapping resources and performs notifications as the usage of

those resources increases.

All other combinations

Reserved

@ The point when availability of LBA mapping resources reaches zero corresponds to the persistent lack
of LBA mapping resources described in 4.7.3.6.1.

4.7.3.7.3 Threshold percentages

The end points of the range over which a logical block provisioning threshold percentages operates are
defined as follows:

where:

threshold minimum = (threshold count — (threshold percentage size x 0.5))

threshold minimum

threshold maximum

threshold count

threshold set size

32

threshold maximum = (threshold count + (threshold percentage size x 0.5))

is the lowest percentage of device resources available for allocation to logical
blocks in the range for this threshold;

is the highest percentage of device resources available for allocation to
logical blocks in the range for this threshold;

is the center of the threshold range for this threshold (i.e., the threshold count
value as specified in the threshold descriptor in the Logical Block
Provisioning mode page); and

is the percentage of allocation resources in each threshold percentage (i.e.,
the percentage indicated by the THRESHOLD PERCENTAGE field (see 6.6.9)).
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Table 8 defines the meaning of the combinations of values for the THRESHOLD RESOURCE field, the THRESHOLD
TYPE field, and the THRESHOLD ARMING field that are used for logical block provisioning threshold percentages.
See the Logical Block Provisioning mode page (see 6.5.9) for the definition of these fields.

Table 8 — Threshold resource value, threshold type value, and threshold arming value for logical
block provisioning percentages

Threshold Threshold

Threshold . o
resource arming Description
type value
value value

The device server applies the threshold to the availability of
03h 001b 000b LBA mapping resources and performs notifications as the
availability of those resources decreases.

All other combinations Reserved

4.7.3.7.4 Logical block provisioning armed decreasing thresholds

Figure 7 shows the operation of a logical block provisioning armed decreasing threshold. Figure 7 represents
the entire range of possible values over which the threshold is being applied (e.g., for an available resource,
the lowest value represents zero available resources and the highest value represents the maximum possible
number of available resources).

If enabled, reporting of armed decreasing threshold events (i.e., the THRESHOLD ARMING field is set to 000b in
the threshold descriptor in the Logical Block Provisioning mode page (see 6.5.9)) operates as shown in
figure 7.

<+--c b

Lowest value

Threshold minimum —N— Threshold range —N— Threshold maximum

Highest value

Notes:

a) if the value to which the threshold is being applied drops below the threshold maximum for the
threshold range, then the notification trigger shall be enabled;

b) if the value to which the threshold is being applied increases above the threshold maximum for
the threshold range, then the notification trigger shall be disabled;

c) if the notification trigger is enabled, then the device server may disable the notification trigger
and perform logical block provisioning threshold notification (see 4.7.3.7.6); and

d) if the notification trigger is enabled and the value to which the threshold is being applied drops
below the threshold minimum for the threshold range, then the device server shall disable the
notification trigger and perform logical block provisioning threshold notification as defined in
4.7.3.7.6.

Figure 7 — Armed decreasing threshold operation
4.7.3.7.5 Logical block provisioning armed increasing thresholds
Figure 8 shows the operation of a logical block provisioning armed increasing threshold. Figure 8 represents
the entire range of possible values over which the threshold is being applied (e.g., for tracking usage of a

resource, the lowest value represents zero resources being used and the highest value represents the
maximum possible number of resources being used).
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If enabled, reporting of armed increasing threshold events (i.e., the THRESHOLD ARMING field is set to 001b in
the threshold descriptor in the Logical Block Provisioning mode page (see 6.5.9)) operates as shown in

figure 8.

Lowest value

Highest value

Threshold minimum —N— Threshold range —>-<— Threshold maximum

Notes:

a)
b)
c)

d)

if the value to which the threshold is being applied increases above the threshold minimum for
the threshold range, then the natification trigger shall be enabled;

if the value to which the threshold is being applied decreases below the threshold minimum for
the threshold range, then the notification trigger shall be disabled;

if the notification trigger is enabled, then the device server may disable the notification trigger
and perform logical block provisioning threshold notification (see 4.7.3.7.6); and

if the notification trigger is enabled and the value to which the threshold is being applied
increases above the threshold maximum for the threshold range, then the device server shall
disable the notification trigger and perform logical block provisioning threshold notification as
defined in 4.7.3.7.6.

Figure 8 — Armed increasing threshold operation

4.7.3.7.6 Logical block provisioning threshold notification

If the LBPERE bit is set to one in the Read-Write Error Recovery mode page (see 6.5.10), then logical block
provisioning threshold notification is enabled and the device server shall perform natification for thresholds
with the THRESHOLD TYPE field set to 000b in the threshold descriptor in the Logical Block Provisioning mode
page (see 6.5.9) as follows:

a) if the SITUA bit is set to one in the Logical Block Provisioning mode page, then:

A)

or

if the device server has not established a unit attention condition as a result of this threshold
being crossed since the last logical unit reset (see SAM-6) and a command through which the
device server is able to report a unit attention condition arrives on any |_T nexus, then the device
server shall establish a unit attention condition with the additional sense code set to THIN PROVI-
SIONING SOFT THRESHOLD REACHED for only the SCSI initiator port associated with the |_T
nexus on which that command was received before processing that command; or

if the device server has established a unit attention condition as a result of this threshold being
crossed since the last logical unit reset and a command through which the device server is able to
report a unit attention condition arrives on any |_T nexus, then the device server should establish
a unit attention condition with the additional sense code set to THIN PROVISIONING SOFT
THRESHOLD REACHED for only the SCSI initiator port associated with the |_T nexus on which
that command was received before processing that command unless establishment of the unit
attention condition causes a vendor specific frequency of unit attention conditions for this
threshold to be exceeded,;

b) if the SITUA bit is set to zero, then:

A)

34

if the device server has not established a unit attention condition for the SCSI initiator port
associated with all |_T nexuses as a result of this threshold being crossed since the last logical
unit reset (see SAM-6), then the device server shall establish a unit attention condition with the
additional sense code set to THIN PROVISIONING SOFT THRESHOLD REACHED for the SCSI
initiator port associated with every |_T nexus; or

if the device server has established a unit attention condition for the SCSI initiator ports
associated with all |_T nexuses as a result of this threshold being crossed since the last logical
unit reset, then the device server should establish a unit attention condition with the additional
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sense code set to THIN PROVISIONING SOFT THRESHOLD REACHED for the SCSI initiator
port associated with every |_T nexus, unless establishment of the unit attention condition causes
a vendor specific frequency of unit attention conditions for this threshold to be exceeded.

If a unit attention condition is established as described in this subclause, then the device server shall report
the following value in the INFORMATION field in the sense data (see SPC-6):

a) the byte offset in the Logical Block Provisioning mode page of the first byte of the threshold descriptor
to which this threshold notification applies.

If a unit attention condition with the additional sense code set to THIN PROVISIONING SOFT THRESHOLD
REACHED is received by the application client, then the application client should reissue the command and
take further recovery actions (e.g., administrator notification or other administrator actions). These recovery
actions are not defined by this standard.

If the LBPERE bit is set to zero, then logical block provisioning threshold notification is disabled and the device
server shall not establish any unit attention condition with the additional sense code set to THIN
PROVISIONING SOFT THRESHOLD REACHED.

An additional sense code set to THIN PROVISIONING SOFT THRESHOLD REACHED is applicable to both
thin provisioned logical units (see 4.7.3.3) and resource provisioned logical units (see 4.7.3.2).

4.7.4 LBP (logical block provisioning) state machine
4.7.4.1 LBP state machine overview

The LBP (logical block provisioning) state machine describes the mapping and unmapping of a single LBA by
the device server for a thin provisioned logical unit (see 4.7.3.3) or a resource provisioned logical unit
(see 4.7.3.2). This state machine does not apply to fully provisioned logical units (see 4.7.2).

There is one instance of this state machine for each LBA. If a command requests mapping or unmapping of
more than one LBA, then there may be an independent transition in each instance of the state machine (e.g.,
each LBA may individually transition from mapped to deallocated or from anchored to deallocated).

4.7.4.2 LBP state machine for logical units supporting anchored LBAs

If the logical unit supports anchored LBAs (i.e., the ANC_SUP bit is set to one) and deallocated LBAs (i.e., is a
thin provisioned logical unit, or a resource provisioned logical unit), then this state machine consists of the
following states:

a) LBP1:Mapped state (see 4.7.4.5);

b) LBP2:Deallocated state (see 4.7.4.6) (initial state for thin provisioned logical units); and

c) LBP3:Anchored state (see 4.7.4.7) (initial state for resource provisioned logical units supporting
anchored LBAs).

For thin provisioned logical units the initial state of the state machine associated with each LBA is the
LBP2:Deallocated state.

For resource provisioned logical units supporting anchored LBAs the initial state of the state machine
associated with each LBA is the LBP3:Anchored state.
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Figure 9 describes the LBP state machine for a logical unit that supports anchored LBAs and deallocated
LBAs.

LBP2:Deallocated

LBP1:Mapped LBP3:Anchored

R
—>

T
1

Figure 9 — LBP state machine (anchored LBAs supported and deallocated LBAs supported)
4.7.4.3 LBP state machine for logical units not supporting anchored LBAs

If the logical unit does not support anchored LBAs (i.e., is a thin provisioned logical unit and the ANC_SUP bit is
set to zero or a resource provisioned logical unit and the ANC_SUP bit is set to zero), then this state machine
consists of the following states:

a) LBP1:Mapped state(see 4.7.4.5); and
b) LBP2:Deallocated state (see 4.7.4.6).

The initial state of the state machine associated with each LBA is the LBP2:Deallocated state.

Figure 10 describes the LBP state machine for a logical unit that does not support anchored LBAs.

LBP2:Deallocated

LBP1:Mapped

-«
—>

Figure 10 — LBP state machine (anchored LBAs not supported)
4.7.4.4 Performing read operations with respect to logical block provisioning

Table 9 defines the logical block data that a read operation shall return for a mapped LBA.
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Table 9 — Logical block data returned by a read operation from a mapped LBA

Condition

Logical block data returned

The LBA became mapped as the result of a format
operation or sanitize operation and no write command
has specified that LBA since the LBA became
mapped.

The logical block data that was written to that
LBA by the format operation or the sanitize
operation.

The LBA became mapped as the result of a write
command and no additional write command has
specified that LBA since the LBA was mapped.

The logical block data that was written to that
LBA by that write command.

The LBA became mapped as the result of an
autonomous transition, and no write command has
specified that LBA since the LBA was mapped.

The logical block data returned is the same as if
that autonomous transition had not occurred and
the LBA had remained unmapped (see table 10).

A write command has specified that LBA since that
LBA was mapped.

The logical block data that was most recently
written to that LBA.
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Table 10 defines the logical block data that a read operation shall return for an unmapped LBA.

Table 10 — Logical block data returned by a read operation from an unmapped LBA

LBPRZ | Method usedto
field? | unmap the LBA

see? The value specified to be written if the write operation had been performed.

Logical block data returned

Logical block data containing:

000b c a) user data set to a vendor-specific value that is not obtained from any
see other LBA; and

b) protection information, if any, set to FFFF_FFFF_FFFF_FFFFh.

Logical block data containing:

a) user data set to zero; and

b) protection information, if any, with the:

xx1b Any A) LOGICAL BLOCK GUARD field set to FFFFh or set to 0000h (i.e., the
valid CRC for user data in which all bits are set to zero);

B) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and

C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh.

Logical block data containing:

a) user data set to the provisioning initialization pattern; and

b) protection information, if any, with the:

010b Any A) LOGICAL BLOCK GUARD field set to FFFFh or set to the CRC for the
provisioning initialization pattern;

B) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and

C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh.

@ The LBPRZ field is in the Logical Block Provisioning VPD page (see 6.6.9).
b~ A command for which the device server is allowed to perform either:
a) a write with specified logical block data; or
b) an unmap operation if the logical block data returned by read operations from unmapped LBAs
matches the logical block data specified for the command that resulted in the unmap operation.
These commands are:
a) a FORMAT UNIT command specifying an initialization pattern;
b) a SANITIZE command specifying a sanitize overwrite operation; and
c) a WRITE SAME command with the UNMAP bit set to one.
¢ These methods include but are not limited to:
a) a FORMAT UNIT command not specifying an initialization pattern;
b) a REASSIGN BLOCKS command;
c) a SANITIZE command specifying a sanitize block erase operation or a sanitize cryptographic erase
operation; and
d) an UNMAP command.

After a read operation returns a value for an LBA, subsequent read operations from that LBA shall return the
same value until a subsequent command alters the logical block data in that LBA (e.g., a write command or an
unmap command (see table 34)).

4.7.4.5 LBP1:Mapped state

4.7.4.5.1 LBP1:Mapped state description

Upon entry into this state, the relationship between the LBA and the physical block(s) that contains the logical
block for that LBA shall be established.
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If this state was entered from the LBP2:Deallocated state (see 4.7.4.6), then the device server shall allocate
LBA mapping resources, if any, required to map the LBA.

If this state was entered from the LBP3:Anchored state (see 4.7.4.7), then:

a) the device server shall not allocate LBA mapping resources; and
b) the resource exhaustion conditions described in 4.7.3.6.1 shall not occur.

4.7.4.5.2 Transition LBP1:Mapped to LBP2:Deallocated

This transition shall occur after:
a) an unmap operation that results in the deallocation of the LBA that was mapped.
This transition may occur at any time if the LBPRZ field (see 6.6.9) is set to:

a) xx1b, and the mapped LBA references a logical block that contains:
A) user data with all bits set to zero; and
B) protection information, if any, with the:
a) LOGICAL BLOCK GUARD field set to FFFFh or set to 0000h;
b) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and
C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh;
or
b) 010b, and a mapped LBA references a logical block that contains;
A) user data set to the provisioning initialization pattern; and
B) protection information, if any,with the:
a) LOGICAL BLOCK GUARD field set to FFFFh or set to the CRC for the provisioning initialization
pattern;
b) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and
C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh.

4.7.4.5.3 Transition LBP1:Mapped to LBP3:Anchored

This transition shall occur after:
a) an unmap operation that results in the anchoring of the LBA that was mapped.
This transition may occur at any time if the LBPRZ field (see 6.6.9) is set to:

a) xx1b, and the mapped LBA references a logical block that contains:
A) user data with all bits set to zero; and
B) protection information, if any, with the:
a) LOGICAL BLOCK GUARD field set to FFFFh or set to 0000h;
b) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and
C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh;
or
b) 010b, and a mapped LBA references a logical block that contains;
A) user data set to the provisioning initialization pattern; and
B) protection information, if any, with the:
a) LOGICAL BLOCK GUARD field set to FFFFh or set to the CRC for the provisioning initialization
pattern;
b) LOGICAL BLOCK APPLICATION TAG field set to FFFFh; and
C) LOGICAL BLOCK REFERENCE TAG field set to FFFF_FFFFh.

4.7.4.6 LBP2:Deallocated state
4.7.4.6.1 LBP2:Deallocated state description

While in this state:

a) there shall be no relationship between the LBA and any physical block(s); and
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b) the device server should deallocate LBA mapping resources after they are no longer in use.

For an LBA in this state, an unmap operation that specifies deallocation of the LBA shall not cause a transition
from this state.

The device server shall process a read command specifying an LBA in this state (i.e., a deallocated LBA) as
described in table 10.
4.7.4.6.2 Transition LBP2:Deallocated to LBP1:Mapped

This transition:
a) shall occur after a write operation to the LBA that was deallocated; or
b) may occur at any time for reasons not defined by this standard.

4.7.4.6.3 Transition LBP2:Deallocated to LBP3:Anchored

This transition:
a) shall occur after an unmap operation that results in anchoring of the LBA that was deallocated; or
b) may occur at any time for reasons not defined by this standard.

4.7.4.7 LBP3:Anchored state

4.7.4.7.1 LBP3:Anchored state description

Upon entry into this state:

a) LBA mapping resources shall be associated with the LBA; and
b) there may or may not be a relationship between the LBA and physical block(s).

If this state was entered from the LBP2:Deallocated state, then the device server shall allocate LBA mapping
resources, if any, required to anchor the LBA.

If this state was entered from the LBP1:Mapped state, then:

a) the device server shall not allocate LBA mapping resources;
b) the device server relies on LBA mapping resources already allocated to the LBA; and
c) the resource exhaustion conditions described in 4.7.3.6.1 shall not occur.

For an LBA in this state, an unmap operation that specifies anchoring of the LBA shall not cause a transition
from of this state.

The device server shall process a read command specifying an LBA in this state (i.e., an anchored LBA) as
described in table 10.

4.7.4.7.2 Transition LBP3:Anchored to LBP1:Mapped

This transition:

a) shall occur after a write operation to the LBA that was anchored; or
b) may occur at any time for reasons not defined by this standard.

4.7.4.7.3 Transition LBP3:Anchored to LBP2:Deallocated

This transition shall occur after:

a) an unmap operation that results in the deallocation of the LBA that was anchored.
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4.8 Data de-duplication

Data de-duplication is the ability of a device server to recognize redundant or duplicate data and reduce the
number of duplicate or redundant copies of the data while maintaining the application client supplied LBAs of
the duplicate or redundant copies of the data. De-duplication shall not affect protection information, if any.
Logical units that support data de-duplication may report a count of LBA resources that have been made
available as a result of being de-duplicated (see 6.4.5.5).

Data de-duplication may impact the number of LBA Mapping resources indicated in the Logical Block
Provisioning log page (see 6.4.5) (e.g., the value indicated in the Available LBA Mapping Resource Count log
parameter (see 6.4.5.2) and the Used LBA Mapping Resource Count log parameter (see 6.4.5.3) may not
change as a result of successful write operations that contain data that is de-duplicated or successful unmap
operations on LBAs that contain data that has been de-duplicated).

4.9 Ready state

A direct access block device is ready when the device server is capable of processing logical block access
commands that require access to the medium (see 4.2.2).

A direct access block device using a removable medium (see 4.4) is not ready until a volume is mounted and
other conditions are met (see 4.3). While a direct access block device is not ready the device server shall
terminate logical block access commands with CHECK CONDITION status with the sense key set to NOT
READY and the appropriate additional sense code for the condition.

Some direct access block devices may be switched from being ready to being not ready by using the START
STOP UNIT command (see 5.31).

To make a direct access block device ready, an application client may be required to issue a START STOP
UNIT command:

a) with a START bit set to one and the POWER CONDITION field set to Oh (i.e., START_VALID); or
b) with the POWER CONDITION field set to 1h (i.e., ACTIVE).

4.10 Initialization

A direct access block device may require initialization of its medium prior to processing logical block access
commands. This initialization is requested by an application client using a FORMAT UNIT command (see 5.4).
Parameters related to the format (e.g., logical block length) may be set with a MODE SELECT command (see
SPC-6 and 6.5.2) prior to the format operation. Some direct access block devices are initialized by means not
defined by this standard. The time when the initialization occurs is vendor specific.

Direct access block devices using a non-volatile medium may save the parameters related to the format and
only require initialization once. However, some mode parameters may require initialization after each logical

unit reset. A catastrophic failure of the direct access block device may require that an application client send a
FORMAT UNIT command to recover from the failure.

Direct access block devices that use a volatile medium may require initialization after each logical unit reset
prior to the processing of logical block access commands (see 4.2.2). Mode parameters may also require
initialization after logical unit resets.

NOTE 2 - Itis possible that mode parameter block descriptors read with a MODE SENSE command before a
FORMAT UNIT completes contain information not reflecting the true state of the medium.

A direct access block device may become format corrupt after processing a MODE SELECT command that
changes parameters (e.g., the logical block length) related to the medium format. During this time, the device
server may terminate logical block access commands with CHECK CONDITION status with the sense key set
to NOT READY and the appropriate additional sense code for the condition.
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Any time the READ CAPACITY (10) parameter data (see 5.20.2) or the READ CAPACITY (16) parameter
data (see 5.21.2) changes (e.g., when a FORMAT UNIT command or a MODE SELECT command causes a
change to the logical block length or protection information, or when a vendor specific mechanism causes a
change), then the device server shall establish a unit attention condition for the SCSI initiator port (see
SAM-6) associated with each |_T nexus, except the |_T nexus on which the command causing the change
was received with the additional sense code set to CAPACITY DATA HAS CHANGED.

NOTE 3 - Logical units compliant with SBC were not required to establish a unit attention condition with the
additional sense code set to CAPACITY DATA HAS CHANGED.

4.11 Sanitize operations

4.11.1 Sanitize operations overview

A sanitize operation causes the device server to:

a) affect the information on the logical unit's medium such that recovery of logical block data from the
medium is not possible;

b) affect the information in the cache by a method that is not defined by this standard such that
previously existing data in cache is unable to be accessed; and

c) prevent future access by an application client to cache or medium where the device server is unable
to alter the information.

One of the following sanitize operations may be requested on the logical unit's medium:

a) a sanitize overwrite operation that causes the device server to alter information by writing a data
pattern to the medium one or more times;

b) a sanitize block erase operation that causes the device server to alter information by setting the
physical blocks to a vendor specific value; or

c) a sanitize cryptographic erase operation that causes the device server to change encryption keys to
prevent correct decryption of previously stored information, which may cause protection information, if
any, to be indeterminate.

For zoned block devices:

a) the zNR bit (see 5.30) requests specific processing for each write pointer zone (see ZBC-2) upon
successful completion of a sanitize operation (see 4.11.4); and

b) ZBC-2 describes additional requirements to the way in which sanitize operations are performed and
completed (i.e., extensions to the descriptions in 4.11.3).

An application client may request that a sanitize operation be performed in the restricted completion mode or
the unrestricted completion mode (see 4.11.4) using the AUSE bit (see 5.30).

For both completion modes, the failure of a sanitize operation causes the device server to enter a failed
sanitize condition that lasts until the processing described in 4.11.4 is completed. While in the failed sanitize
condition, the device server terminates all commands, except SANITIZE commands and commands allowed
during a sanitize operation (see 4.11.2) with CHECK CONDITION status with the sense key set to MEDIUM
ERROR and the additional sense code set to SANITIZE COMMAND FAILED.

While in a sanitize failure condition in the restricted completion mode:

a) if a SANITIZE command requests the unrestricted completion mode (i.e., the AUSE bit set to one),
then the device server shall terminate that SANITIZE command as described in 5.30.1; and
b) the steps that exit that failed sanitize condition are:
1) the application client sends a SANITIZE command to request another sanitize operation; and
2) that sanitize operation completes without error to cause the device server to exit the failed
sanitize condition.
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While in a sanitize failure condition in the unrestricted completion mode:

a)

and

a SANITIZE command with the EXIT FAILURE MODE service action causes the device server to exit the

a SANITIZE command may request an additional sanitize operation with that sanitize operation:
A) staying in unrestricted completion mode; or

B) changing to restricted completion mode;

failed sanitize condition as described in 4.11.4.All sanitize operations shall be performed on:

b)

c)

If a sanitize operation is unable to sanitize a storage element that is depopulated, the device shall set the

the medium that is being used to store logical block data;

the medium that is not being used to store logical block data (e.g., areas previously used to store

T10/BSR INCITS 571 Revision 6

logical block data, areas available for allocation, and physical blocks that have become inaccessible);

and
all cache.

Restoration Allowed attribute (see 4.36.2) to false for that storage element.

An application client requests that the device server perform a sanitize operation using the SANITIZE
command. While the medium is write protected (see 4.12) the device server shall terminate a SANITIZE
command with CHECK CONDITION status with the sense key set to DATA PROTECT and the appropriate

additional sense code for the condition.

4.11.2 Commands allowed during a sanitize operation

Those of the following commands that the device server supports while not performing a sanitize operation

are allowed during a sanitize operation:

a)
b)
c)

)

INQUIRY commands;

LOG SENSE commands that specify the Temperature log page (see SPC-6);
MODE SENSE commands (see SPC-6) that specify:

A) the Informational Exceptions Control mode page;

B) the Caching mode page;

C) the Control mode page;

D) the Protocol Specific Port mode page; or

E) the Protocol Specific Logical Unit mode page;

READ CAPACITY (10) commands (see 5.20);

READ CAPACITY (16) commands (see 5.21);

REPORT LUNS commands (see SPC-6);

REPORT SUPPORTED OPERATION CODES commands (see SPC-6);
REPORT SUPPORTED TASK MANAGEMENT FUNCTIONS commands (see SPC-6);
REPORT ZONES commands (see ZBC-2) with:

A) the ZONE START LBA field set to zero;

B) the REPORTING OPTIONS field set to 3Fh;

C) the PARTIAL bit set to one; and

D) the ALLOCATION LENGTH field set to a value less than or equal to 64;

and
REQUEST SENSE commands.

4.11.3 Performing a sanitize operation

Before performing a sanitize operation, the device server shall:

a)

b)

terminate all commands in all task sets except commands allowed during a sanitize operation

(see 4.11.2) with CHECK CONDITION status with the sense key set to NOT READY, the additional

sense code set to LOGICAL UNIT NOT READY, SANITIZE IN PROGRESS, and the PROGRESS

INDICATION field in the sense data set to indicate that the sanitize operation is beginning;
stop all enabled power condition timers (see SPC-6);
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c) stop all timers for enabled background scan operations (see 4.23);

d) stop all timers or counters enabled for device specific background functions (see SPC-6);
e) discard partially downloaded microcode, if any; and

f) close open streams (see 4.32), if any.

While performing a sanitize operation, the device server shall:

a) process commands allowed during a sanitize operation (see 4.11.2) and terminate all other
commands with CHECK CONDITION status with the sense key set to NOT READY, the additional
sense code set to LOGICAL UNIT NOT READY, SANITIZE IN PROGRESS, and the PROGRESS
INDICATION field in the sense data set to indicate the progress of the sanitize operation;

b) provide pollable sense data (see SPC-6) with the sense key set to NOT READY, the additional sense
code set to LOGICAL UNIT NOT READY, SANITIZE IN PROGRESS, and the PROGRESS INDICATION
field set to indicate the progress of the sanitize operation;

c) suspend the sanitize operation while processing the following conditions (see SAM-6):

A) a power on;
B) a hard reset;
C) alogical unit reset; or
D) a power loss expected;
d) not suspend the sanitize operation while processing an |_T nexus loss;
e) resume performing the sanitize operation after processing:
A) a logical unit reset; or
B) a power loss expected condition in which no power loss occurs within constraints defined by the
applicable SCSI transport protocol standard (e.g., power loss timeout in SPL-5);

f) process task management functions without affecting the processing of the sanitize operation (e.g.,
an ABORT TASK task management function aborts the SANITIZE command and has no effect on
performing the sanitize operation);

g) not alter mode data, INQUIRY data, or READ CAPACITY (16) parameter data (e.g., the number of
logical blocks, logical block length, or protection information settings for the logical unit); and

h) identify inaccessible physical blocks and in a vendor specific manner prevent future access to these
blocks following a successful sanitize operation.

4.11.4 Completing a sanitize operation

If a sanitize operation completes without error, and logical block provisioning management (see 4.7.3) is
supported, then:

a) the initial condition for every LBA should be anchored (see 4.7.3.2) or deallocated (see 4.7.3.3); and
b) read operations and write operations should complete without error.

If a sanitize operation completes without error and logical block provisioning management is not supported,
then:

a) read commands are processed as described in 5.30.2.2, 5.30.2.3, 5.30.2.4, and 5.30.2.5; and
b) write operations should complete without error.

If a sanitize operation completes without error on a zoned block device, then the zNR bit (see 5.30) requests
specific processing for each write pointer zone (see ZBC-2).

If the sanitize operation completes with an error in restricted completion mode, then the device server shall:

1) terminate the SANITIZE command being performed, if any (e.g., the IMMED bit was set to zero in the
CDB, and the failure occurs before status is returned for the command), with CHECK CONDITION
status with the sense key set to MEDIUM ERROR and the additional sense code set to SANITIZE
COMMAND FAILED; and

2) enter the failed sanitize condition as described in 4.11.1.

If a sanitize operation completes with an error in unrestricted completion mode:

1) if the logical unit is a zoned block device and the zNR bit in the CDB is set to:
A) one then, for any write pointer zone where the write pointer was not reset as part of that sanitize
operation, the device server shall not modify the write pointer (see ZBC-2); and
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B) zero then the device server shall:
a) perform the equivalent of a RESET WRITE POINTER command (see ZBC-2) with the ALL bit
set to one; and
b) for each write pointer zone, if the reset write pointer operation is not successful, then set the
Zone Condition (see ZBC-2) to OFFLINE;

2) the device server shall terminate the SANITIZE command being performed, if any (e.g., the IMMED bit
was set to zero in the CDB, and the failure occurs before status is returned for the command), with
CHECK CONDITION status with the sense key set to MEDIUM ERROR and the additional sense
code set to SANITIZE COMMAND FAILED; and

3) the device server shall enter the failed sanitize condition as described in 4.11.1.

A sanitize operation that completed with error and was cleared with a SANITIZE command with the service
action of EXIT FAILURE MODE may have not performed a complete sanitize operation (e.g., this action may
enable the recovery of logical block data from the cache and medium for those logical blocks that were not
sanitized).

After the sanitize operation completes the device server shall:

a) initialize and start all enabled timers and counters except power condition timers; and
b) initialize and start all operational (see SPC-6) power condition timers.

4.12 Write protection

Write protection prevents the alteration of the medium by logical block access commands issued to the device
server. Write protection is controlled by:

a) the user of the medium through manual intervention (e.g., a mechanical lock on the SCSI target
device);

b) hardware controls (e.g., tabs on the medium’s housing); or

c) software write protection.

All sources of write protection are independent. If present, any write protection shall cause otherwise valid
logical block access commands that request alteration of the medium to be terminated by the device server
with CHECK CONDITION status with the sense key set to DATA PROTECT and the appropriate additional
sense code for the condition. Only when all write protections are disabled shall the device server process
logical block access commands that request alteration of the medium.

Hardware write protection results when a physical attribute of the SCSI target device or its medium is changed
to specify that writing shall be prohibited. Changing the state of the hardware write protection requires
physical intervention, either with the SCSI target device or its medium. If allowed by the SCSI target device,
then changing the hardware write protection while the medium is mounted results in vendor specific behavior
that may include the writing of previously buffered data (e.g., data in cache).

Software write protection results when the device server is marked as write protected by the application client
using the swp bit in the Control mode page (see SPC-6). Changing the state of software write protection shall
not prevent previously accepted logical block data (e.g., logical block data in cache) from being written to the
medium.

The device server reports the status of write protection in the device server and on the medium with the
DEVICE-SPECIFIC PARAMETER field (see 6.5.1).

4.13 Medium defects

4.13.1 Medium defects overview

Any medium has the potential for medium defects that cause data to be lost. Therefore, physical blocks and/or
logical blocks may contain additional information that allows the detection of changes to the logical block data
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caused by medium defect or other phenomena. The additional information may also allow the logical block
data to be reconstructed following the detection of such a change (e.g., ECC bytes).

A medium defect causes:

a) arecovered error if the device server is able to read or write a logical block within the logical unit's
recovery limits; or

b) an unrecovered error if the device server is unable to read or write a logical block within the logical
unit’s recovery limits,

where the logical unit’s recovery limits are:

a) specified in the Read-Write Error Recovery mode page (see 6.5.10);

b) specified in the Verify Error Recovery mode page (see 6.5.11); or

c) vendor specific, if the device server does not implement the Read-Write Error Recovery mode page or
the Verify Error Recovery mode page.

Direct access block devices may allow an application client to use the features of the WRITE LONG
commands (see 5.50 and 5.51) to create a pseudo uncorrectable error. Processing and clearing pseudo
uncorrectable errors is described in 4.18.2.

The device server maintains the defect lists shown in table 11.

Table 11 — Defect lists (i.e., PLIST and GLIST)

Defect list Source Content
PLIST Address descriptors (see 6.2) for physical blocks that
(i.e.,primary | Manufacturer contain permanent medium defects and never contain
defect list) logical block data

Address descriptors for physical blocks detected by the
device server to have medium defects during an optional

FORMAT UNIT certification process performed during a format operation
commands (see 5.4)

Address descriptors for physical blocks specified in the
GLIST FORMAT UNIT parameter list (see 5.4.2)

(i.e., grown REASSIGN BLOCKS Address descriptors for physical blocks referenced by the
defect list) commands (see 5.24) LBAs specified in the reassign LBA list (see 5.24.2)

Read medium Address descriptors for physical blocks that have been
operations reassigned as the result of automatic read reassignment
Write medium Address descriptors for physical blocks that have been
operations reassigned as the result of automatic write reassignment

The READ DEFECT DATA commands (see 5.22 and 5.23) allow an application client to request that the
device server return the PLIST and/or the GLIST.

The FORMAT UNIT command allows an application client to request that the device server clear the GLIST.
During a format operation, the device server shall not assign LBAs to any physical block in:

a) the PLIST, if the PLIST is specified to be used; or
b) the GLIST, if the GLIST is specified to be used.

A device server performs automatic reassignment of defects as specified by the settings in the Read-Write
Error Recovery mode page (see 6.5.10).

The device server does not perform automatic read reassignment for an LBA referencing a logical block on
which an unrecovered error has occurred. If the application client is notified by the device server that an
unrecovered error occurred (e.g., as indicated by a read command being terminated with CHECK
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CONDITION status with the sense key set to MEDIUM ERROR and the additional sense code set to
UNRECOVERED READ ERROR) and:

a) the application client is able to regenerate the logical block data for the LBA (e.g., in a redundancy
group, the application client regenerates logical block data from the logical block data on the other
logical units in the redundancy group) and the AWRE bit is set to one in the Read-Write Error Recovery
mode page, then the application client may send a write command with that regenerated logical block
data to trigger automatic write reassignment;

b) the application client is able to regenerate the logical block data for the LBA and the AWRE bit is set to
zero in the Read-Write Error Recovery mode page, then the application client may:

1) send a REASSIGN BLOCKS command to perform a reassign operation on the LBA; and
2) send a write command with that regenerated logical block data;

or

c) the application client is unable to regenerate the logical block data for the LBA, then the application
client may send a REASSIGN BLOCKS command to request that the device server perform a
reassign operation on the LBA.
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4.13.2 Generation of defect lists

This standard defines address descriptor formats for describing defects (see 6.2). Table 12 lists the defects
that each address descriptor format is capable of describing.

Table 12 — Address descriptor formats

Single Multipl.e sequential
Format physical physical blocks Reference
block Entire track | Range
Short block format yes no no 6.2.2
Extended bytes from index format yes @ yes © yes | 6.2.3
Extended physical sector format yes P yes | yes | 6.2.4
Long block format yes no no 6.2.5
Bytes from index format yes © yes 9 no 6.2.6
Physical sector format yes @ yes N no 6.2.7

8 Describes a single physical block with the MADS bit set to zero and the BYTES FROM INDEX field set to a
value other than FFF_FFFFh.
Describes a single physical block with the MADS bit set to zero and the SECTOR NUMBER field set to a
value other than FFF_FFFFh.
Describes a single physical block with the BYTES FROM INDEX field set to a value other than
FFFF_FFFFh.
Describes a single physical block with the SECTOR NUMBER field set to a value other than FFFF_FFFFh.
Describes an entire track with the BYTES FROM INDEX field set to FFF_FFFFh.
Describes an entire track with the SECTOR NUMBER field set to FFF_FFFFh.
Describes an entire track with the BYTES FROM INDEX field set to FFFF_FFFFh.
Describes an entire track with the SECTOR NUMBER field set to FFFF_FFFFh.
Describes a range with a pair of address descriptors using the same address descriptor format in which:
a) the first address descriptor describes the starting location and has the MADS bit set to one;
b) the second address descriptor describes the ending location and has the MADS bit set to zero; and
c) the ending location is after the starting location.

b

- oQ ™ o0 Qa

For a direct access block device using rotating media (see 4.3.2), to represent two or more sequential
physical blocks on the same track using a pair of address descriptors:

a) the MADSs bit shall be set to one in the first address descriptor;

b) the MADS bit shall be set to zero in the second address descriptor;

c) the CYLINDER NUMBER field in the first address descriptor shall be equal to the CYLINDER NUMBER field
in the second address descriptor;

d) the HEAD NUMBER field in the first address descriptor shall be equal to the HEAD NUMBER field in the
second address descriptor;

e) for a pair of extended bytes from index format address descriptors, the BYTES FROM INDEX field in the
first address descriptor shall be less than the BYTES FROM INDEX field in the second address
descriptor; and

f) for a pair of extended physical sector format address descriptors, the SECTOR NUMBER field in the first
address descriptor shall be less than the SECTOR NUMBER field in the second address descriptor.

For a direct access block device using rotating media, to represent two or more sequential tracks on the same
head using a pair of address descriptors:

a) the MADSs bit shall be set to one in the first address descriptor;
b) the MADS bit shall be set to zero in the second address descriptor;
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c) the CYLINDER NUMBER field in the first address descriptor shall be less than the CYLINDER NUMBER field
in the second address descriptor;

d) the HEAD NUMBER field in the first address descriptor shall be equal to the HEAD NUMBER field in the
second address descriptor;

e) for a pair of extended bytes from index format address descriptors, the BYTES FROM INDEX field in the
first address descriptor and the second address descriptor shall be equal to FFF_FFFFh; and

f) for a pair of extended physical sector format address descriptors, the SECTOR NUMBER field in the first
address descriptor and the second address descriptor shall be equal to FFF_FFFFh.

4.14 Write and unmap failures

If any write command that is not an atomic write command, does not complete successfully (e.g., the
command completed with CHECK CONDITION status, or the command was being processed at the time of a
power loss or an incorrect demount of a removable medium), then any data in the logical blocks referenced by
the LBAs specified by that command is indeterminate. Before sending a read command or verify command
specifying any LBAs that were specified by a write command that did not complete successfully, the
application client should resend that write command. If an application client sends a read command or verify
command specifying any LBAs that were specified by a write command that did not complete successfully
before resending that write command, then the device server may return old data, new data, vendor-specific
data, or any combination thereof for the logical blocks referenced by the specified LBAs.

If logical block provisioning (see 4.7) is supported and one or more unmap commands have not completed
when a power loss, medium error, or hardware error occurs, then the logical block provisioning state of the
LBAs requested to be unmapped by any of those commands may or may not have changed. The application
client should resend that unmap command.

4.15 Caches

4.15.1 Caches overview

Direct access block devices may implement caches. A cache is an area of temporary storage in the direct
access block device (e.g., to enhance performance) separate from the medium that is not directly accessible
by the application client.

A cache stores logical block data.

A cache may be volatile or non-volatile. A volatile cache does not retain data through power cycles. A
non-volatile cache retains data through power cycles. There may be a limit on the amount of time a
non-volatile cache is able to retain data without power (see 4.15.10).

4.15.2 Cache segments

The cache may be divided into cache segments. The device server may allow application client control over
cache segments using the following in the Caching mode page (see 6.5.6):

a) the Ic bit;

b) the NUMBER OF CACHE SEGMENTS field;
c) the CACHE SEGMENT SIZE field; and

d) the SIZE bit.

Cache segments may be grouped where each group is identified by a cache ID. An application client may
request that a specific group of cache segments be used for an IO through the use of 10 advice hints

(see 4.30). The GROUP NUMBER field in each command specifies the cache ID of the cache segments to use
during the processing of that command.The algorithms used to manage the data in each cache segment is not
defined by this standard. How cache segments are associated with cache IDs is not defined by this standard.
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4.15.3 Read caching

While processing read commands and verify commands, the device server may use the cache to store logical
blocks that the application client may request at some future time. The algorithm used to manage the cache is
not part of this standard. However, parameters are provided (see 6.5.6) to advise the device server about
future requests, or to restrict the use of cache for a particular request.

4.15.4 Write caching

While processing write commands, the device server may perform a write cache operation to store logical
block data that is to be written to the medium at a later time with a write medium operation. This is called
writeback caching. A write command may complete prior to logical blocks being written to the medium. As a
result of using writeback caching there is a period of time during which the logical block data may be lost if:

a) power to the SCSI target device is lost and a volatile cache is being used; or
b) ahardware failure occurs.

There is also the possibility of an error occurring during the subsequent write medium operation. If an error
occurs during the write medium operation, then the error may be reported as a deferred error on a later
command. The application client may request that writeback caching be disabled with the Caching mode page
(see 6.5.6) to prevent detected write errors from being reported as deferred errors. Even with writeback
caching disabled, undetected write errors may occur. Verify commands (e.g., VERIFY and WRITE AND
VERIFY) may be used to detect those errors.

If processing a write command results in logical block data in cache that is different from the logical block data
on the medium, then the device server shall retain that logical block data in cache until a write medium
operation is performed using that logical block data. After the write medium operation is complete, the device
server may retain that logical block data in cache.

4.15.5 Command interactions with caches

The application client may affect behavior of the cache with:

a) the PRE-FETCH commands (see 5.13 and 5.14);
b) the SYNCHRONIZE CACHE commands (see 5.33 and 5.34); and
c) the Caching mode page (see 6.5.6).

When the cache becomes full of logical block data, the device server may replace the logical block data in the
cache with new logical block data. The disable page out (DPO) bit in the CDBs of read commands, verify
commands, and write commands allows the application client to influence the replacement of logical block
data in the cache. A read command, verify command, or a write command with a DPO bit set to one is a hint to
the device server that the logical blocks specified by that command are not likely to be accessed in the near
future and should not be put in the cache or retained by the cache.

Application clients may use the force unit access (FUA) bit in the CDBs of read commands (e.g., see 5.16) or
write commands (e.g., see 5.40) to specify that the device server shall access:

a) the medium;
b) non-volatile cache; or
c) the specified data pattern for that LBA (e.g., the data pattern for unmapped data (see 4.7.4.4)).

Setting the DPO bit to one (e.g., see 5.16) and the FUA bit to one in all read commands and all write commands
has the same effect as bypassing the volatile cache.

4.15.6 Write operation and write medium operation interactions with caches

For each LBA accessed by a write operation:

1) if a cache contains more recent logical block data for that LBA than the medium, then the device
server shall:
A) perform a write cache operation to that LBA to update the logical block data in the cache;
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B) invalidate that LBA in the cache and perform a write medium operation to that LBA; or
C) perform a write cache operation to that LBA to update the logical block data in the cache and
perform a write medium operation to that LBA.

For each LBA accessed by a write medium operation that is not part of a write operation:

1) if a cache contains more recent logical block data for that LBA than the medium, then the device
server shall:
A) perform a write cache operation to that LBA to update the logical block data in the cache; or
B) invalidate that LBA in the cache, before the device server performs the write medium operation to
that LBA.

4.15.7 Read operation and read medium operation interactions with caches

For each LBA accessed by a read operation:

1) if a cache contains more recent logical block data for that LBA than the medium, then the device
server shall perform a read cache operation from that LBA; or
2) the device server shall perform a read medium operation from that LBA.

For each LBA accessed by a read medium operation that is not part of a read operation:

1) if a cache contains more recent logical block data for the LBA than the medium, then the device
server shall perform a write medium operation to that LBA; and

2) the device server may invalidate that LBA in the cache, before the device server performs the read
medium operation from that LBA.

4.15.8 Verify medium operation interactions with caches

For each LBA accessed by a verify medium operation:

1) if a cache contains more recent logical block data for the LBA than the medium, then the device
server shall perform a write medium operation to that LBA,;

2) the device server may invalidate that LBA in the cache; and

3) before the device server performs the verify medium operation from that LBA.

4.15.9 Unmap operation interactions with caches

During an unmap operation, the device server changes any logical block data in the cache for the LBA
unmapped by the operation so that any logical block data transferred by the device server to the Data-In
Buffer while processing a subsequent read command reflects the results of the unmap operation (see
4.7.4.6.1and 4.7.4.7.1).

4.15.10 Power loss effects on caches

The power, if any, needed to maintain a non-volatile cache may decrease to the point that the device server is
unable to ensure the non-volatility of the cache for a vendor specific interval of time (e.g., the battery voltage
becomes too low too sustain cache contents beyond a vendor specific time). If this occurs and the Extended
INQUIRY Data VPD page (see SPC-6) indicates that the device server contains non-volatile cache (i.e.,
NV_SUP bit set to one), then:

a) if the reporting of informational exceptions control warnings is enabled (i.e., the EWASC bit is set to
one in the Information Exceptions Control mode page (see 6.5.8)), then the device server shall report
the degraded non-volatile cache as specified in the Information Exceptions Control mode page with
an additional sense code set to WARNING - DEGRADED POWER TO NON-VOLATILE CACHE; or

b) if the reporting of informational exceptions control warnings is disabled (i.e., the EWASC bit is set to
zero in the Information Exceptions Control mode page), then the device server shall establish a unit
attention condition (see SAM-6) for the SCSI initiator port associated with every |_T nexus with the
additional sense code set to WARNING - DEGRADED POWER TO NON-VOLATILE CACHE.
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Non-volatile caches may become volatile (e.g., battery voltage becomes too low to sustain cache contents
when power is lost). If non-volatile caches become volatile, then logical block data transferred for read
commands or write commands in which the force unit access (FUA) bit in the CDB is set to one may bypass
the cache.

If a non-volatile cache becomes volatile, then the device server shall set the REMAINING NON-VOLATILE TIME
field to zero in the Non-volatile Cache log page (see 6.4.7).

If non-volatile cache becomes volatile and the Extended INQUIRY Data VPD page (see SPC-6) indicates that
the device server contains non-volatile cache (i.e., the Nv_SUP bit is set to one), then:

a) if the reporting of informational exceptions control warnings is enabled (i.e., the EWASC bit is set to
one in the Information Exceptions Control mode page (see 6.5.8)), then the device server shall report
the change in the cache as specified in the Information Exceptions Control mode page with the
additional sense code set to WARNING - NON-VOLATILE CACHE NOW VOLATILE; or

b) if the reporting of informational exceptions control warnings is disabled (i.e., the EWASC bit is set to
zero in the Information Exceptions Control mode page), then the device server shall establish a unit
attention condition (see SAM-6) for the SCSI initiator port associated with every |_T nexus with the
additional sense code set to WARNING - NON-VOLATILE CACHE NOW VOLATILE.

a) a power on or hard reset occurs;

b) the Extended INQUIRY Data VPD page indicates that the device server contains a non-volatile cache
(i.e., the Nv_SUP bit is set to one); and

c) the non-volatile cache is currently volatile,

then the device server shall establish a unit attention condition for the SCSI initiator port associated with every
|_T nexus with the additional sense code set to WARNING - NON-VOLATILE CACHE NOW VOLATILE.

4.16 Implicit head of queue command processing

Each of the following commands defined by this standard may be processed by the task manager as if it has a
HEAD OF QUEUE task attribute (see SAM-6), even if the command is received with a SIMPLE task attribute or an
ORDERED task attribute:

a) the READ CAPACITY (10) command (see 5.20); and
b) the READ CAPACITY (16) command (see 5.21).

The following command defined by this standard shall be processed by the task manager as if it has a HEAD
OF QUEUE task attribute, even if the command is received with a SIMPLE task attribute or an ORDERED task
attribute:

a) the SANITIZE command (see 5.30).

See SPC-6 for additional commands subject to implicit HEAD OF QUEUE command processing. See SAM-6 for
additional rules on implicit head of queue processing.
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4.17 Reservations

Reservation restrictions are placed on commands as a result of access qualifiers associated with the type of
reservation. See SPC-6 for a description of reservations. The details of commands that are allowed under
what types of reservations are described in table 13.

Commands from |_T nexuses holding a reservation should complete normally. Table 13 specifies the behavior
of commands from registered |_T nexuses when a registrants only or all registrants type persistent reservation
is present.

For each command, this standard or SPC-6 defines the conditions that result in the device server completing
the command with RESERVATION CONFLICT status.

Table 13 — SBC-5 commands that are allowed in the presence of various reservations (part 1 of 3)

Addressed logical unit has this type of persistent
reservation held by another |_T nexus
Command From any |_T nexus F_rom FTO"L:B':'S:I:Q;S et
registered
Write Exclusive I_(-I-er;ezllljs E Write: Exclusive

Exclusive | Access types) xt:I;;lve A?;e: s

BACKGROUND CONTROL Conflict Conflict Allowed Conflict Conflict
COMPARE AND WRITE Conflict Conflict Allowed Conflict Conflict
FORMAT UNIT Conflict Conflict Allowed Conflict Conflict
FORMAT WITH PRESET Conflict Conflict Allowed Conflict Conflict
GET LBA STATUS Allowed Conflict Allowed Allowed Conflict
GET PHYSICAL ELEMENT STATUS Allowed Conflict Allowed Allowed Conflict
GET STREAM STATUS Allowed Conflict Allowed Allowed Conflict
ORWRITE Conflict Conflict Allowed Conflict Conflict
POPULATE TOKEN Allowed Conflict Allowed Allowed Conflict
PRE-FETCH Allowed Conflict Allowed Allowed Conflict

Key:

RR = Registrants Only or All Registrants

Allowed = Commands received from |_T nexuses not holding the reservation or from |_T nexuses not
registered when a registrants only or all registrants type persistent reservation is present should complete
normally.

Conflict = Commands received from |_T nexuses not holding the reservation or from |_T nexuses not
registered when a registrants only or all registrants type persistent reservation is present shall not be
performed, and the device server shall complete the command with RESERVATION CONFLICT status.

@ The device server in logical units claiming compliance with SBC-2 may complete the command with
RESERVATION CONFLICT status. Device servers may report whether certain commands are allowed
in the PERSISTENT RESERVE IN command REPORT CAPABILITIES service action parameter data
ALLOW COMMANDS field (see SPC-6).
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Table 13 — SBC-5 commands that are allowed in the presence of various reservations (part 2 of 3)

Addressed logical unit has this type of persistent

reservation held by another |_T nexus

From I_T nexus not

RR = Registrants Only or All Registrants

normally.

From any |_T nexus From .
Command registered registered
I_T nexus . .
Write Exclusive (RR all E V\f'tef E;(cluswe
Exclusive | Access types) xelusive coess
yp -RR -RR
PREVENT ALLOW MEDIUM REMOVAL Allowed Allowed Allowed Allowed Allowed
(Prevent=0)
PREVENT ALLOW MEDIUM REMOVAL Conflict Conflict Allowed Conflict Conflict
(Prevent = 0)

READ Allowed Conflict Allowed Allowed Conflict

READ CAPACITY Allowed Allowed Allowed Allowed Allowed

READ DEFECT DATA Allowed 2@ Conflict Allowed Allowed 2 Conflict

REASSIGN BLOCKS Conflict Conflict Allowed Conflict Conflict

REMOVE ELEMENT AND TRUNCATE Conflict Conflict Allowed Conflict Conflict

REPORT REFERRALS Allowed Allowed Allowed Allowed Allowed

REPORT PROVISIONING

INITIALIZATION PATTERN Allowed Allowed Allowed Allowed Allowed

RESTORE ELEMENTS AND REBUILD Conflict Conflict Allowed Conflict Conflict

SANITIZE Conflict Conflict Allowed Conflict Conflict

START STOP UNIT with START bit setto | 0oy | Alowed | Allowed | Allowed | Allowed

one and POWER CONDITION field set to Oh
START STOP UNIT with START bit set to
zero or POWER CONDITION field set to a Conflict Conflict Allowed Conflict Conflict
value other than Oh

STREAM CONTROL Conflict Conflict Allowed Conflict Conflict

SYNCHRONIZE CACHE Conflict Conflict Allowed Conflict Conflict

UNMAP Conflict Conflict Allowed Conflict Conflict

VERIFY Allowed Conflict Allowed Allowed Conflict

WRITE Conflict Conflict Allowed Conflict Conflict
Key:

Allowed = Commands received from |_T nexuses not holding the reservation or from |_T nexuses not
registered when a registrants only or all registrants type persistent reservation is present should complete

Conflict = Commands received from |_T nexuses not holding the reservation or from |_T nexuses not
registered when a registrants only or all registrants type persistent reservation is present shall not be
performed, and the device server shall complete the command with RESERVATION CONFLICT status.

ALLOW COMMANDS field (see SPC-6).

@ The device server in logical units claiming compliance with SBC-2 may complete the command with
RESERVATION CONFLICT status. Device servers may report whether certain commands are allowed
in the PERSISTENT RESERVE IN command REPORT CAPABILITIES service action parameter data
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Table 13 — SBC-5 commands that are allowed in the presence of various reservations (part 3 of 3)

Addressed logical unit has this type of persistent
reservation held by another I_T nexus
c d From any |_T nexus From Fromrl_'!' :ler)u:js not
omman registered egistere
I_T nexus . .
Write Exclusive (RR all ertt? Exclusive

Exclusive | Access t Exclusive | - Access

ypes) -RR -RR
WRITE AND VERIFY Conflict Conflict Allowed Conflict Conflict
WRITE ATOMIC Conflict Conflict Allowed Conflict Conflict
WRITE LONG Conflict Conflict Allowed Conflict Conflict
WRITE SAME Conflict Conflict Allowed Conflict Conflict
WRITE SCATTERED Conflict Conflict Allowed Conflict Conflict
WRITE STREAM Conflict Conflict Allowed Conflict Conflict
WRITE USING TOKEN Conflict Conflict Allowed Conflict Conflict

Key:

RR = Registrants Only or All Registrants

Allowed = Commands received from |_T nexuses not holding the reservation or from |_T nexuses not
registered when a registrants only or all registrants type persistent reservation is present should complete
normally.

Conflict = Commands received from |_T nexuses not holding the reservation or from |_T nexuses not
registered when a registrants only or all registrants type persistent reservation is present shall not be
performed, and the device server shall complete the command with RESERVATION CONFLICT status.

@ The device server in logical units claiming compliance with SBC-2 may complete the command with
RESERVATION CONFLICT status. Device servers may report whether certain commands are allowed
in the PERSISTENT RESERVE IN command REPORT CAPABILITIES service action parameter data
ALLOW COMMANDS field (see SPC-6).

4.18 Error reporting

4.18.1 Error reporting overview

If any of the conditions listed in table 14 occur during the processing of a command, then the device server
shall terminate the command with CHECK CONDITION status with the sense key set to the specified value
and the additional sense code set to the appropriate value for the condition. Some errors may occur after the
completion status has already been reported. For such errors, SPC-6 defines a deferred error reporting
mechanism. Table 14 lists some error conditions and the applicable sense keys. The list does not provide a
complete list of all conditions that may cause CHECK CONDITION status.
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Table 14 — Example error conditions

Condition Sense key
Invalid LBA ILLEGAL REQUEST
Unsupported option requested ILLEGAL REQUEST

Logical unit reset, |_T nexus loss, or medium change
since last command from this application client

UNIT ATTENTION

Logical block provisioning threshold notification

UNIT ATTENTION

Self diagnostic failed

HARDWARE ERROR

Unrecovered error

MEDIUM ERROR or HARDWARE ERROR

Recovered read error

RECOVERED ERROR

Pseudo unrecovered error

MEDIUM ERROR

the command

Over-run or other error that may be resolved by repeating

ABORTED COMMAND

Attempt to write on write-protected medium

DATA PROTECT

Direct access block devices compliant with this standard shall support both the fixed and descriptor formats of

sense data (see SPC-6).
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Table 15 summarizes use of the sense data fields.

Table 15 — Sense data field usage for direct access block devices

Field Usage Reference

REASSIGN BLOCKS command 5.24

Any command that accesses the medium, based on the

Read-Write Error Recovery mode page 4.19.3and 6.5.10

INFORMATION field @

Any command that accesses the medium, based on the

Verify Error Recovery mode page 6.5.11
Any command that is terminated with a logical block
N P 4.7.3.7.6

provisioning threshold notification

COMPARE AND WRITE command 5.3

EXTENDED COPY command SPC-6

REASSIGN BLOCKS command 5.24
COMMAND-SPECIFIC WRITE SCATTERED (16) command 4.35.3 and 5.55
INFORMATION field WRITE SCATTERED (32) command 4.35.3 and 5.56

If rebuild assist mode is enabled (see 4.19), then any
command that accesses the medium, based on the 4.19.3
Read-Write Error Recovery mode page b

8 See SPC-6 for a description of how the VALID bit interacts with the INFORMATION field.

b |f fixed format sense data is used but the value to be placed in the COMMAND-SPECIFIC INFORMATION
field is greater than FFFF_FFFFh (e.g., an 8-byte LBA), then the device server shall report no value in
the INFORMATION field (see SPC-6) and shall report no value in the COMMAND-SPECIFIC INFORMATION
field (see SPC-6).

If a command attempts to access or reference an invalid LBA, then the device server shall report the first
invalid LBA (e.g., lowest numbered LBA) in the INFORMATION field of the sense data (see SPC-6).

If a recovered read error is reported, then the device server shall report the last LBA (e.g., highest numbered
LBA) on which a recovered read error occurred for the command in the INFORMATION field of the sense data.

If an unrecovered error is reported, then the device server shall report the LBA of the logical block on which an
unrecovered error occurred in the INFORMATION field of the sense data.

4.18.2 Processing pseudo unrecovered errors

If a pseudo unrecovered error with correction disabled is encountered on a logical block (e.g., by a command,
a background scan(see 4.23.1), or a background self-test (see SPC-6)), then the device server shall:

a) perform no error recovery on the affected logical blocks, including any read error recovery enabled by
the Read-Write Error Recovery mode page (see 6.5.10) or the Verify Error Recovery mode page
(see 6.5.11);

b) perform no automatic read reassignment or automatic write reassignment for the affected logical
blocks, regardless of the settings of the AWRE bit and the ARRE bit in the Read-Write Error Recovery
mode page;

c) not consider errors on the affected logical blocks to be informational exception conditions as defined
in the Information Exceptions Control mode page (see 6.5.8);
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d) notlog errors on the affected logical blocks in any log page that contain error counters (see SPC-6);
and
e) in any information returned for the error (e.g., in sense data or in the Background Scan Results log
page (see 6.4.2)), set the sense key to MEDIUM ERROR and either:
A) should set the additional sense code to READ ERROR — LBA MARKED BAD BY APPLICATION
CLIENT; or
B) may set the additional sense code to UNRECOVERABLE READ ERROR.

The logical unit shall clear a pseudo unrecovered error if it processes or performs one of the following for that
LBA:

a format operation;

a reassign operation;

a sanitize overwrite operation;

a sanitize block erase operation; or

a write command that is not a WRITE LONG command specifying a pseudo unrecovered error.

O 0O T o
—_——— e =

e

The logical unit may clear a pseudo unrecovered error if it processes or performs one of the following for that
LBA:

a) a sanitize cryptographic erase operation;

b) an unmap operation;

c) aMODE SELECT command that uses the mode parameter block descriptor (see 6.5.2) to change the
capacity to be lower than that LBA;

d) a depopulate operation; or

e) a depopulation revocation operation.

The logical unit shall not clear a pseudo unrecovered error if it processes one of the following for that LBA:

a) aread command.
4.18.3 Block commands sense data descriptor

Table 16 defines the block commands sense data descriptor used in descriptor format sense data (see
SPC-6) for direct access block devices.

Table 16 — Block commands sense data descriptor format

Byte Bit| ¢ 6 5 4 3 2 1 0
0 DESCRIPTOR TYPE (05h)
1 ADDITIONAL LENGTH (02h)
2 Reserved
3 Reserved Obsolete Reserved

The DESCRIPTOR TYPE field and the ADDITIONAL LENGTH field are defined in SPC-6 and shall be set to the
values shown in table 16 for the block commands sense data descriptor.

4.18.4 User data segment referral sense data descriptor
Table 17 defines the user data segment referral sense data descriptor used in descriptor format sense data for
direct access block devices. The user data segment referral sense data descriptor contains descriptors

indicating the user data segment(s) on the logical unit and the SCSI target port groups through which those
user data segments may be accessed (see 4.26).
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Table 17 — User data segment referral sense data descriptor format

Bit
Byte 7 6 5 4 3 2 1 0
0 DESCRIPTOR TYPE (0Bh)
1 ADDITIONAL LENGTH (y -1)
2 Reserved NOT_ALL_R
3 Reserved
User data segment referral descriptor list

4
User data segment referral descriptor [first]

4+n

y-m
User data segment referral descriptor [last]
y

The DESCRIPTOR TYPE field is defined in SPC-6 and shall be set to the value shown in table 17 for the user
data segment referral sense data descriptor.

The ADDITIONAL LENGTH field indicates the number of bytes that follow in the logical block referrals sense data
descriptor.

A not all referrals (NOT_ALL_R) bit set to zero indicates that the list of user data segment referral descriptors is
a complete list of user data segments. A NOT_ALL_R bit set to one indicates that there are more user data
segments than are able to be indicated by the user data segment referral sense data.

Each user data segment referral descriptor (see table 18) indicates information identifying:

a) auser data segment that is accessible through the SCSI target port groups indicated by this
descriptor; and

b) one or more SCSI target port groups through which the user data segment indicated by this descriptor
is able to be accessed.

User data segment referral descriptors shall be listed in ascending LBA order. If a user data segment referral
descriptor describes the last user data segment (i.e., points to the largest LBA) and the preceding user data
segment descriptors do not represent the complete list of user data segments, then the next user data
segment referral descriptor, if any, shall describe the first user data segment (i.e., the user data segments may
wrap).
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Table 18 defines the user data segment referral descriptor.

Table 18 — User data segment referral descriptor format

Bit
Byte 7 6 5 4 3 2 1 0

0

Reserved
2
3 NUMBER OF TARGET PORT GROUP DESCRIPTORS
4 (MSB)

FIRST USER DATA SEGMENT LBA

1" (LSB)
12 (MSB)

LAST USER DATA SEGMENT LBA

19 (LSB)

Target port group descriptor list

20

Target port group descriptor [first]

23

m-3

Target port group descriptor [last]

m

The NUMBER OF TARGET PORT GROUP DESCRIPTORS field indicates the number of target port group descriptors
that follow.

The FIRST USER DATA SEGMENT LBA field indicates the first LBA of the first user data segment (see 4.26)
indicated by this descriptor.

The LAST USER DATA SEGMENT LBA field indicates the last LBA of the last user data segment (see 4.26)
indicated by this descriptor.

The target port group descriptor (see table 19) specifies the target port group and the asymmetric access
state of the target port group (see SPC-6). The device server shall return one target port group descriptor for
each target port group in a target port asymmetric access state of active/optimized, active/non-optimized, or
transitioning. The device server may return one target port group descriptor for each target port group in a
target port asymmetric access state of unavailable.
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Table 19 — Target port group descriptor

Byte

Bit

Reserved

ASYMMETRIC ACCESS STATE

Reserved

(MSB)

WIN | = |O

TARGET PORT GROUP

(LSB)

The ASYMMETRIC ACCESS STATE field (see SPC-6) contains the asymmetric access state of the user data

segment(s) specified by this descriptor that may be accessed through this target port group.

The TARGET PORT GROUP field specifies a target port group (see SPC-6) that the application client uses when

issuing commands associated with the user data segments specified by this descriptor.

4.18.5 Direct access block device sense data descriptor

Table 20 defines the direct access block device sense data descriptor, which may be used in descriptor format
sense data (see SPC-6) instead of any of the following sense data descriptors:

a)
b)
c)
d)
e)

information (see SPC-6);
command-specific information (see SPC-6);
sense key specific (see SPC-6);

field replaceable unit (see SPC-6); and
block commands (see 4.18.3).

If the device server includes the direct access block device sense data descriptor in a sense data descriptor
list, then it shall not include any of those sense data descriptors in the same sense data descriptor list.

Table 20 — Direct access block device sense data descriptor format

Bit
Byte 7 6 5 4 3 2 0
0 DESCRIPTOR TYPE (0Dh)
1 ADDITIONAL LENGTH (16h)
2 VALID Reserved | Obsolete Reserved
3 Reserved
4 SKSV
Sense key specific information
6
7 FIELD REPLACEABLE UNIT CODE
8 (MSB)
INFORMATION
15 (LSB)
16 (MSB)
COMMAND-SPECIFIC INFORMATION
23 (LSB)
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The DESCRIPTOR TYPE field is described in SPC-6, and shall be set as shown in table 20 for the direct access
block device sense data descriptor.

A VALID bit set to zero indicates that the INFORMATION field is not defined in this standard or any other
command standard. A VALID bit set to one indicates the INFORMATION field contains valid information as defined
in this standard or a command standard.

A sense-key specific valid (SKSV) bit set to one indicates the sense key specific information contains valid
information as defined in SPC-6. An SKSV bit set to zero indicates that the sense key specific information is not
as defined by SPC-6.

The sense key specific information is described in the sense key specific sense data descriptor (see SPC-6).

The FIELD REPLACEABLE UNIT CODE field is described in the field replaceable unit sense data descriptor (see
SPC-6).

The INFORMATION field is described in the information sense data descriptor (see SPC-6).

The COMMAND-SPECIFIC INFORMATION field is described in the command-specific information sense data
descriptor (see SPC-6). The COMMAND-SPECIFIC INFORMATION field should be ignored in sense data for a
command or operation for which the COMMAND-SPECIFIC INFORMATION field is not defined and in sense data
that is not related to a command or operation (e.g., pollable sense data).

4.19 Rebuild assist mode

4.19.1 Rebuild assist mode overview

The rebuild assist mode provides a method for a SCSI storage array device (see SCC-2) to read recovered
logical blocks from a failed logical unit in a storage array instead of rebuilding the logical blocks from other
logical units in the storage array. This mode allows the failed logical unit to report logical blocks that are
unreadable without requiring the SCSI storage array device to read every LBA in the failed logical unit to
determine the unrecovered logical blocks. The SCSI storage array device then copies the logical blocks
recovered from the failed logical unit to a replacement logical unit and only rebuilds the failed logical blocks.

Enabling the rebuild assist mode:

a) may cause the device server to initiate a self test to identify the scope of failures, if any;

b) modifies READ command recovery behavior by the device server based on the setting of the RARC bit
(see 4.19.3 and 5.16); and

Cc) may cause sense data to be returned by the device server that indicates the location of multiple failing
logical blocks on read commands and write commands.

The self-test operations performed by the device server while rebuild assist mode is enabled may result in
detection of failed physical elements. A predicted unrecovered error is an unrecovered error that is the result
of an attempt by the device server to access an LBA associated with a failed physical element. An unpredicted
unrecovered error is an unrecovered error that is the result of a device server accessing an LBA that is not
associated with a failed physical element.

4.19.2 Enabling rebuild assist mode

An application client should enable rebuild assist mode after the application client determines that a rebuild is
required. The application client enables the rebuild assist mode by setting the ENABLED bit to one and setting
the DISABLED PHYSICAL ELEMENT field to all zeros in the Rebuild Assist Output diagnostic page (see 6.3.3).

If a SEND DIAGNOSTIC command requests the enabling of the rebuild assist mode, then the device server:

1) shall enable the rebuild assist mode;

2) may perform a diagnostic test of the physical elements contained within the logical unit; and

3) should disable any physical elements that are not functional if a diagnostic test of the physical
elements is performed.
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The application client may verify that rebuild assist mode is enabled by verifying that the ENABLED bit is set to
one in the Rebuild Assist Input diagnostic page (see 6.3.2).

4.19.3 Using the rebuild assist mode
4.19.3.1 Using rebuild assist mode overview

Atfter rebuild assist mode is enabled, the application client should issue read commands to read the available
logical block data from the failed logical unit. If the device server does not detect an unrecovered error while
processing a read command, then the device server should continue processing the read command.

The rebuild assist mode allows the device server to report unrecovered read errors or unrecovered write
errors that are either predicted (i.e., predicted unrecovered errors) or unpredicted (i.e., unpredicted
unrecovered errors).

4.19.3.2 Unpredicted unrecovered read error

If a device server receives a read command with the RARC bit set to one, then rebuild assist mode shall not
affect processing of the read command.

If rebuild assist mode is enabled and a device server receives a read command with the RARC bit set to zero
and the device server detects an unpredicted unrecovered error that is not a pseudo unrecovered read error
(see 4.18.2), then the device server:

1) shall perform limited read recovery that is vendor specific;

2) shall transfer the data for all recovered logical blocks, if any, from the logical block referenced by the
starting LBA of the failed read command up to the first unrecovered logical block (i.e., the lowest
numbered LBA) to the Data-In Buffer;

3) shall terminate the command with CHECK CONDITION status with the sense key set to MEDIUM
ERROR, the additional sense code set to UNRECOVERED READ ERROR, and report the LBA
referencing the unrecovered logical block in the INFORMATION field (see SPC-6); and

4) may use this failure in a vendor specific manner to predict other logical blocks that may be
unrecovered.

If the application client receives sense data with the sense key set to MEDIUM ERROR, the additional sense
code set to UNRECOVERED READ ERROR, and the INFORMATION field indicating a valid LBA (see SPC-6),
then the application client should issue the next read command with the starting LBA set to the contents of the
INFORMATION field plus one.

4.19.3.3 Predicted unrecovered read error

If the device server receives a read command with the RARC bit set to one, then rebuild assist mode shall not
affect the processing of the read command.

If rebuild assist mode is enabled and the device server receives a read command with the RARC bit set to zero,
and the device server detects a predicted unrecovered error, then the device server:

1) shall perform limited read recovery that is vendor specific;

2) shall transfer the data for all recovered logical blocks, if any, from the logical block referenced by the
starting LBA of the failed read command up to the first predicted unrecovered LBA (i.e., the lowest
numbered LBA) to the Data-In Buffer; and

3) shall terminate the read command with CHECK CONDITION status with the sense key set to
ABORTED COMMAND, the additional sense code set to MULTIPLE READ ERRORS, and:

A) report the following value in the INFORMATION field (see SPC-6):
a) the LBA referencing the first unrecovered logical block (i.e., the lowest numbered LBA);

and

B) report the following value in the COMMAND-SPECIFIC INFORMATION field (see SPC-6):
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a) the LBA referencing the last unrecovered logical block (i.e., the highest numbered LBA) in a
sequence of contiguous unrecovered logical blocks that started with the LBA indicated in the
INFORMATION field.

If the application client receives sense data with the sense key set to ABORTED COMMAND, the additional
sense code set to MULTIPLE READ ERRORS, and the INFORMATION field indicating a valid LBA (see SPC-6),
then the application client should issue the next read command with the starting LBA set to the contents of the
COMMAND-SPECIFIC INFORMATION field plus one to continue recovering data from the logical unit. This process
should be repeated until all of the LBAs have been scanned.

4.19.3.4 Unpredicted unrecovered write error

If rebuild assist mode is enabled and the device server detects an unpredicted unrecovered error while
processing a write command, then the device server shall terminate the command with CHECK CONDITION
status with the sense key set to MEDIUM ERROR, the additional sense code set to WRITE ERROR, and
report the LBA referencing the first logical block (i.e., the lowest numbered LBA) in error in the INFORMATION
field (see SPC-6).

4.19.3.5 Predicted unrecovered write error

If rebuild assist mode is enabled and the device server detects a predicted unrecovered error while
processing a write command, then the device server:

1) transfers the write data from the Data-Out Buffer;
2) writes the transferred data up to the logical block referenced by the failing LBA; and
3) shall terminate the write command with CHECK CONDITION status with the sense key set to
ABORTED COMMAND, the additional sense code set to MULTIPLE WRITE ERRORS, and:
A) report the following value in the INFORMATION field (see SPC-6):
a) the LBA referencing the first logical block (i.e., the lowest numbered LBA) in error;

and

B) report the following value in the COMMAND-SPECIFIC INFORMATION field (see SPC-6):
a) the LBA referencing the last logical block (i.e., the highest numbered LBA) in error in a
sequence of contiguous logical blocks that started with the LBA indicated in the INFORMATION
field.

If the application client receives