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With a number of standards activities within ANS! and IEEE on different forms of Serial Interconnect, SGS-
THOMSON has been invited to present information on the DS-Link serial interconnect. DS-Links have been
developed initially for processor to processor communication, but are equally appropriate for some of the
specialised applications such as disk drives, disk arrays, and communications systems. Particular benefits
of DS-Links result from the possibility of building low-cost packet-routing switches, with many ports and with
minimal transmission delay.

This document provides technical information on DS-Links.

SGS-THOMSON reserves the right to make changes in specifications at any time and without notice. The
information furnished by SGS-THOMSON in this document is believed to be accurate; however no responsi-
bility is assumed for its use, nor for any infringement of patents or other rights of third parties resulting from
its use. No licence is granted under any patents, trademarks or other rights of SGS-THOMSON. Any enquiry
concerning licensing should be directed to the INMOS Division of SGS-THOMSON.

Questions about this document should be addressed to:

Forrest Crowell or Pete Moore
SGS-THOMSON Microelectronics Inc. INMOS Limited

200 East Sandpointe, Suite 120 1000 Aztec West

Santa Ana Almondsbury

California Bristol

92707 BS12 458Q

USA England

Phone: (714) 957 6018 Phone: (+44) 454 616616
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X3T9.2/92-080R0

DS-Links

Technical information presented to X3T79.2, 27 April 1992
SGS-THOMSON Microelectronics

1 Introduction

SGS-THOMSON has been developing inter—processor serial intsrfaces since 1979 and has shipped mil-
lions of serial communication ‘links' as an integral part of the transputer family of microprocessor devices.
This 'OS-Link’, as it is known, provides a physical point—to—point connection for a software channel be-
tween two processes, each process running in a separate processor; they are full-duplex, have an excep-
tionally low implementation cost and an excsllent record for reliability and fauli—~{olerance. Indeed, the OS—
link has been used in almost all sectors of the computer, telecomms and electronics markets. Many of
these links have been used without transputers, or with a transputer simply serving as an intelligent DMA
controller for other processors. However, they are now considered to be a mature technology, and have,
by todays standards, a relatively low speed, running at 20 Mbits/s.

As part of the continuous development program with the SGS-THOMSON organisation, a new type of
serial interconnect, known as the DSHink, has evolved, with the full benefit from the experience gained
with OSHinks, both within the corporation, and by our customers. A major feature of the DS—Link is that
it provides a physical link over which any number of software (or 'virtual’) channels may be multiplexed:
these can either be between two directly connected devices, or can be in any number of different devicss,
if the links are connected via (packet) routing switches. Indeed, the inherent routing capability of the DS-
link, coupled with SGS-THOMSON's experience in router design, makes it particularty good for commu-
nication both within a system and between systems. Other features include efror detection, which has
been added to detect and locate the most likely errors, while transmission speed has been increased to
100Mbits/s, with 200Mbits/s planned and further enhancement possible.

Although DS-Links have evoived from processar to processor communication, they are equally appropri-
ate for some of the specialised applications such as disk drives, disk arrays, of communication systems.
Indeed, almost all of the sub—systems within those equipments contain processors, and thersfore the
model of processor to processor communication is a natural fit, and may be more appropriate than some
alternative interfaces.

The benefits of the process to process model of communication used by the DS-Links are in terms of
performance (particularly of the system rather than each device), fault~tolerance, and cost.
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This document contains detailed descriptions of the DS—ink and the integral routing technology, plus
some initial suggestions about how these would fit the requirements of the SCSI community. This release
of the document concentrates on these aspects of links, rather than on physical aspecis, because in gen-
eral the physical aspects are covered by standard, commercially available, components. One exception
is the proposed inter—equipment cable connector, which is shown in the final Appendix. An outline of the
distances that can be covered by DS—Links is shown in the figure below.
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2 Communication links

DS-Links provide a simple and regular way of interfacing many devices. Routing devices enable this com-
munication to take place across a network, even between devices that are not directly connected.

2.1 Using links between devices

DS-Links can be used to implement point to point communication between devices. This allows networis
of arbitrary size and topology to be construcied. Point to point links have many advantages over bus based
communications in a system with many devices:

 There is no contention for the communication mechanism, regardless of the number of devices
in the system. y

* There is no capacitive load penalty as more devices are added to the system.

* The communications bandwidth does not saturate as more communicating devices are added
to the system. Rather, the larger the number of devices, the greater the total communications
bandwidth of the system.

* Removing the bus as a single point of failure improves the fault-tolerance of the system,

For small systems, a number of DS—Links on each device can provide complete connection between a
few devices. By using additional message routing devices, networls of any size can be built with complete
connection betwesn all devices.

Each connected pair of DS-Links provides a full-duplex, flow—controlled connection operating at a pro-
grammable speed of upto 100MBits/s or more.

2.2 Channel communication

A model of communication which can be implemented by DS—Links is based on the ideas of communicat-
ing sequential processes. The notion of ‘process’ is very general, and applies equally 1o pieces of hard-
ware and pieces of sofiware. Each process can be regarded as a black box with intemnal state, which can
communicate with other processes using communication channels. Each channel is a point to point con-
nection between two processes. One process always inputs from the channel and the other always out-
puts to it. Communication is synchronized: the first process ready to communicate waits until the second
is also ready, then the data is copied from the outputting process to the inputting process and both pro-

cesses continue.

221  Virtual channels

Each OS-Link of the original transputers implemented only two channels, one in each direction. To map
a particular piece of software onto a given hardware configuration the programmer had to map processes
to processors within the constraints of available connectivity. The problem is illustrated in figure 2.1 where
3 channels are required betwesn two processors, but only a single link connection is available.

One possible solution is the addition of more links. However this does not really solve the problems, since
the number of extra links that can be added is limitad by VLS| technology. This ‘solution’ does not address
the more general communication problems in networks, such as communication betwean non-adjacent
processors, or combining networks in a simple and regular way.
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Figure 2.1 Muliiple communication channels required between devices

A better solution is to add multiplexing hardware to allow any number of proces .s to use each link, so
that physical links can be shared transparently. These channels which share a link are known as ‘virtual
channels’.

P uAcess Process
D
Process Muwy Mux/
B Demux Demux
Process Progess
C

Figure 2.2 Shared DS—Links between devices

Virtual links

Each message sent across a link is divided into packets. Every packet requires a header fo identify its
destination proce ss. Packets from different messages are interleaved on the link. There are a number of
advantages to this, as detailed below.

¢ Channels are, generally, not busy all the time therefore the multiplexing can make better use of
hardware resource by keeping the links busy with messages from different channsls.

o Messages from different channels can effectively be sent concurrently — the device does not
have to wait for a long message to complete before sending another.
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Packets amiving on link

Figure 2.3 Muitiple channels sharing a link

Virtual channels are always created in pairs to form a ‘virtual link’. This means it is not necessary to include
a return address in packets, since acknowledgements are simply sent back along the other channel of
the virtual link.

2.3  Levels of link protocol

As with any communications system, the links can be be described at a number of levels with a hierarchy
of protocols. At the highest level a message consists of the data sent down a channel from one process
to another. Any type of data or message can be sent in this way. This communication is synchronized;
it will not take place until both processes are ready and the two processes will not continue until the mes-
sage fransfer is complete.

231  Packet level protocol

In order to transfer a message from one device fo another, it is sent as one or more packets. This allows
packets from a number of different channels to be interleaved on the same link. Each packet is acknowl-
edged by the recsiving device, to maintain synchronized communication and to limit the amount of buffer-
ing required.

Every packet has a header defining the destination address followed by the data bytes and, finally, an ‘end
of packet' or ‘end of message' token. See figure 2.4.This simple protocol supports messages of any length;
the receiving device knows when each packst and message ends without needing to keep track of the
number of bytes recsived. It also maintains synchronization at the message level.

A packet can contain up to 32 data bytes. If a message is longer than 32 bytes then it is split up into a
number of packets all, except the last, terminated by an ‘end of packet’ token. The last packet of the mes-
sage, which may contain less than a full 32 bytes, is terminated by an ‘end of message'’ token.

Shorter messages can be sent in a single packet, containing 0 to 32 bytes of data, terminated by the ‘end
of message' token. With this protocol zero length messages can be sent, aliowing efficient synchronization
between devices.

X3T9.2/92-080R0
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Packet acknowledgements are sent as zero length packsts terminated with an ‘end of packet' token. This
type of packet can never occur as part of a message because a zero length data packet must always be
the last, and only, packet of a message, and will therefore be terminated by an ‘end of message' token.

First

header 32 data bytes end of packet| packet

]

]

®
header 32 data bytes end of packet

Last

header 1 to 32 data bytes end of message | packet

Long message (greater than 32 bytes)

header 0 to 32 data byles end of message

Short message (0 to 32 data bytes)

header | end of packet

Acknowledge packet

Figure 2.4 High Level protocol

2.3.2 Token level protocol

In order to support the packet level protocol described above, a lower level protocol is needed for encoding
tokens which may contain a data byte or control information. Each token has a parity bit plus a control
bit which is used to distinguish between data and control tokens. in addition to the parity and control bits,
data tokens contain 8 bits of data and control tokens have two bits to indicate the token type (e.g. ‘end
of message’).

Flow control token FCT P100
End of packst EOP P101
End of message EOM |P110
Escape token ESC P111
Null token NUL ESC P100

Table 2.1 Control token codings

X379.2/92-080R0
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The parity bitin any token covers the parity of the data or control bits in the previous token, and the data/
control flag in the same token, as shown in figure 2.6. This allows single bit errors in the token type flag
to be detected. Odd parity checking is used. To ensure the immediate detection of errors null tokens are
sent in the absence of other fokens. The coding of the control tokens is shown in table 2.1.

Control bit
Parity bit 8 Data bits
v "
Data token P.0:D D D D D D D D

End of packet token Pi1i0 1

End of messagetoken | P . 1 5 1 0

Figure 2.5 Low level protocol
Token level flow—control

The DS—Link protocol separates the functions of flow control and process synchronization. Flow control
is done entirely within the link module and process synchronization is built into a higher—level packet sys-
tem.

Token—level flow control is performed in each link module, and the additional flow control tokens used are
not visible to the higher—level packet protocol. The token—evel flow control mechanism prevents a sender
from overrunning the input buffer of a recsiving link. Each receiving link input contains a buffer for at least
8 tokens (more buffering than this is in fact provided). Whenever the link input has sufficient buffering avail-
able to consume a further 8 tokens a flow control token (FCT)is transmitted on the associated link output,
and this FCT gives the sender permission to transmit a further 8 tokens. Once the sender has transmitted
a further 8 tokens it waits until it receives another FCT before transmitting any more tokens. The provision
of more than 8 tokens of buffering on each link input ensures that in practice the next FCT is received
before the previous block of 8 tokens has been fully transmitted, so the token—level flow control does not
restrict the maximum bandwidth of the link.

Note that token—level flow control is imposed on a device—to—device basis across each physical link,
whereas packet—evel flow control is performed end—-to—end, and message synchronization is performed

process—{o—process.

Note that the link module regulates the flow of data items without regard to the packets that they may
constitute. At any instant the data items buffered by a link module may form part or all of one or more
consecutive packets.

Token level flow—control greatly simplifies the higher levels of the protocol, sincs it prevents data from be-

ing lost due to buffer overflow and so removes the need for re-transmission of packets unless errors occur.

2.3.3 Bit level protocol

To achieve the speed required, and to support the virtual channel protocol, a new, simple link standard
has been implemented. . The new links have four wires for each link (a data and strobe line in each direc-

X3T9.2/92-080R0
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tion) and are known as DS—Links. Each DS pair carries tokens and an encoded clock. Figure 2.6 shows
the format of data and control tokens on the data and strobe wires. All signais are TTL compatible.

Parity bit Parity bit
Data flag Control flag
Data FCT
| ] =
: 0 o 1 1 1 0 1 0 0o 0
Data ; .
Strobe .- ~ |
; -
Bits covered by parity bit in second toksn

Figure 2.8 Link data format

The links are asynchronous; the receiving device synchronizes to the incoming data. This means that
DS—Links ‘autobaud’; the only restriction on the transmission rate is that it does not exceed the maximum
speed of the receiver. It also simplifies clock distribution within a system, since the exact phase or frequen-
cy of the clock on a pair of communicating devices is not critical.

2.4 Errors on links

The DS-Links are designed to be highly reliable within a single subsystem and can be operated in one
of two environments, determined by the LocalizeError bit in each link.

In applications where all connections are on a single board or within a single box, the communications
system can be regarded as being totally reliable. In this environment errors are considered to be very rare,
but are treated as being catastrophic if they do occur. If an error occurs it will be detected and reported.
Normal practice will then be to reset the subsystem in which the efror has occurred and to restart the appli-
cation.

For other applications, for instance when a disconnect or parity error may be expected during normal oper-
ation, an higher level of fault-iolerance is required. This is supported by localizing errors to the link on
which they occur, by setiing the LocalizeError bit of the link to 1. If an error occurs, packets in transit at
the time of the error will be discarded or truncated, and the link will be resst automatically.

241 Errors detectsd

The DS—Link token protocol allows two common types of efror to be detecied. Firstly the parity system
will detect all single bit emrors at the DS—Link token level, and secondly, because each output link, once
started, continues to transmit an uninterrupted stream of tokens, the physical disconnection of a link can
be detected.

Disconnection errors

If the links are disconnected for any reason whilst they are running then fiow control and token synchro-
nization may be lost. In order to restart the link it is therefore necessary to reset both ends to a known
flow control and token synchronization point.

Disconnection is detected if, after a token has been recsived, no tokens are seen on the input link in any
1.6 microsecond window. Once a disconnection error has been detected the link halts iis output. This will

X379.2/92-080R0
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subsequently be detected as a disconnect eror at the other end, and will cause that link to halt its output
also. Itthen resets itself, and waits 12.8 microseconds before allowing communication to restart. This time
is sufficient to ensure that both ends of the link have observed disconnection and cycled through reset
back into the waiting state. The connection may now be restarted.

Parity errors

Following a parity error, both bit-level token synchronization and flow control status are no longer valid,
therefore both ends of the link must be reset. This is done autonomously by the DS—Link using an ex-
change—of-silence protocol.

When a DS-Link detects a parity efror on its input it halts its output. This will subsequently be detected
as a disconnect error at the other end, and will cause that link to hatt its output aiso, causing a disconnect
to be detected at the first end. The normal disconnect behavior described above will then ensure that both
ends are reset (irespective of line delay) before either is allowed to restart.

X3T79.2/92-080R0
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3 Network communications

The use of DS—Links for directly connecting devices has already been described. The new link protocaol
not only simplifies the use of links between devices but also provides hardware support for routing mes-
sages across a network.

31 Message routing

The system described previously packetizes messages to be sent over a link and adds a header to each
packet to identify the virtual channel. These headers can also be used for routing packets through a com-
munication system connecting a number of devices together. This extends the idea of muliiple channels
on a single hardware link o multiple channels through a communications system; a communications chan-
nel can be established between any two devices even if they are not directly connected.

Routers

The routing components in a network can be separated from the processing elements. Messages can be
passed from one device, through any number of routing devices, to the destination device. This creates
a temporary path through the routing system for that message so there still appears to be a single channel
directly connecting one device with another.

Routing sysiem of one or
more routing devices

Figure 3.1 A routing system

As a packet arrives on a link, the destination address must be inspected before the outgoing link can be
determined. The time before the output link can be determined is therefore proportional to the address
length. Further, the address itself must be transmitted through the network and consumes network band-
width. It is therefore important that this address be as short as possible, both to minimize latency and maxi-
mize bandwidth.

The router needs o arbitrate between packets which arrive at the same time and have to be sent out of
the same link. Ideally, it should start to output the packet as soon as possible; i.e. immediately after the
output link is determined, provided that the link is not already in use by another packet. This keeps the
latency through the network small, in contrast to a typical packet switching network which uses a 'store
and forward' algorithm in which each packet is read into a buffer, the address information is decoded and
then the packet is sent out. The delay that would be introduced by this is unacceptable in a high—perfor-
mance network. Also the amount of buffering needed would make a single chip implementation of a large
routing switch impractical.

Separating routers and processors

There are a number of advantages to keeping the communications devices and processing elements sep-
arate in a system. Processing devices can be directly connected where appropriate, which avoids the sili-
con costs and extra routing delays (however small) in a system that does not require routers. Also, the
design of the routing devices and processing elements can be optimized for their different roles. For exam-
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ple, the routing component can have a larger number of links than would be possible if the two devices
were integrated. Having a routing device with many links means that large networks can be built with a
small number of routers, minimizing cost and latency and maximizing bandwidth. This approach also al-
lows the construction of scaleable architectures where the communications throughput and processing
power can be balanced.

Note, however, that the architecture allows low—valency routers to be integrated with other devices if re-
quired.

Parallel networks

Because the new link archilecture allows all the virtual channels of a device to use a single link, complets,
system-wide connectivity can be provided by connecting just one link from each device fo the routing net-
waork. This can be exploited in a number of ways. For example, two or more networks can be used in paral-
lel to increase bandwidth, to provide fault-tolerancs, or as a ‘user’ network running in parallel with a physi-
cally separate ‘system'’ network. _ =

3.2 An example routing device: the IMS C104

An important benefit of using serial links is that it is easy to implement a full crossbar in VLSI, even with
a large number of links. The use of a crossbar allows packets to be passing through all links at the same
time, making the best possible use of the available bandwidth.

If the routing logic can be kept simple it can be provided for all the input links in the router. This avoids
the need to share the hardware, which would cause extra delays when several packets amive at the same
time. It is also desirable to avoid the need for the large number of packet buffers commonly usad in routing
systems. The use of small buffers and simpie routing hardware allows a single VLS| chip to provide effi-
cient routing between a large number of links.

Wormbhole routing

The IMS C104 ( Appendix D )inciudes a full 32 x 32 nan-blocking crossbar switch, enabling messages
to be routed from any of its links to any other link. In order to minimize latency, the switch uses ‘wormhole
routing', in which the connection through the crossbar is setup as soon as the header has been read. The

Minimizing routing delays

The ability to start outputting a packet while it is still being input can significantly reduce delay, especially
in lightly loaded networks. The delay can be further minimized by keeping the headers short and by using
fast, simple hardware to detsrmine the link to be used for outpul. The IMS C104 uses a simple routing
algorithm based on interval routing (described in section 3.3.1).

Because the route through each IMS C104 disappears as soon as the packet has passad through and
the packets from all the channels that pass through a particular link are interlsaved, no single virtual chan-
nel can monopolize a route through a network. Messages will not be blocked waiting for another message
to pass through the system, they will only have to wait for one packet.

X3T9.2/92-080R0
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Device
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C104
Device C104 | Device
or or
C104 c104

Figure 3.2 Packet passing through IMS C104

3.21  Using IMS C104s

A single IMS C104 can be used to provide full connectivity between 32 devices. IMS C104s can also be
connected together to build larger switches connecting any number of devices.

The IMS C104s that the packets pass through do not need to have information about the complete route
to the destination, only which link each packet should be sent out of at each point. Each of the IMS C104s
in the network is programmed with information that determines which output link should be used for each
header value. In this way, each IMS C104 can route packets out of whichever link will send it towards its
destination.

The IMS C104 can implement grouped adaptive routing. Sets of consscutive numbered links which are
connected in paraliel to the same next device can be configured to be equivalent, so that a packet routed
to any link in the sst will be sent from any free link of the set. This achieves improved network perform-
ance in terms of both latency and throughput. This can be done becauss subssquent stages of routing
or recaption of the packst depend only on its header, not on the link along which it happens to arive.

Header deletion

An approach that simplifies :he construction of networks is to provide two levels of header on each packet.
The first header specifies the destination device (actually, the output link from the routing network), this
header is removed as the packet leaves the routing system. This exposes the second header which telis
the destination device which process (actually, which virtual channel) this packet is for. To support this,
the IMS C104 can route packets of any length. Any information after the initial header bytes used by the
IMS C104 is just treated as part of the packet, even if it is going to be interpreted as a header elsewhere
in the system. The IMS C104 can set any output link to do header deletion, i.e. to remove the routing head-
er from the front of a packet after it been used to make the routing decision. The first part of the remaining
data is then freated as a header by the next device that receives the packet.

X3T79.2/92-080R0
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Header used to select
virtual link in device

IMEC104 ) —

Header used to select
output link of C104 ———

Figure 3.3 Header deletion

As can be seen from figure 3.4, by using separate headers to identify the destination device and a channel
within that device, the labelling of links in a routing network is separated from the labelling of virtual chan-
nels within each device. For instance, if the same 2 byie headerwere used to do all the routingin a network,
then the virtual channels in all the devices would have to be uniquely labelled with a value in the range
0 to 64K. However, by using two 1 byte headers, all the devices can use virtual channel numbers in the
range O to 255. The first byte of the header will be used by the routing system to ensure that the packets
reach the appropriate device before the virtual channel number is decoded.

(a) labeliing the system with 2 byte headers
Network of C104s
Virtual
channels: (-255 256-511 6528065535
(b) labelling the system with two 1 byte headers
Network of C104s
0 1 255
Virtual
channels: (-255 0-255 0-255
Figure 3.4 Using header deletion to label a network
X3T79.2/92-080R0
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sub—network of C104s \

I usedto  ie packet
througt  —network,
deleted output

C—
sub—network of C104s

"| B used to route packet
through sub—network,

deleied on output.

L] |
ﬁnalheaderusedtoidenﬁfy\(

virtual channel on device

Figure 3.5 Using header deletion to route through sub-networks
The advantages of using header delstion in a network are:

« |t separates the headers, and therefore the routing information, for virtual channels from those
for the routing network.

s The labeliing of the nefwork can be dons independently of the application software running on
the network.

= There is no limit to the number of virtual channels that can be handied by a system.
+ By keeping the header for routing short, routing latency is minimized.

Any number ‘headers can be added to the beginning of a packet so that header deletion can also be
usea to combine hierarchies of networks as shown in figure 3.5. An exira header is added to route the
message through each network. The header at the front of each packet is deleted as it leaves each net-
work to enter a sub-network.

3.3  Routing algorithms

In order to route a message through a network, an algorithm is required which is: complete (ensures that
all messages arrive); deadlock free; optimal (packets take the shortast routs); scaleable (networks of any
size can be built) and simple to implement.

X3T9.2/2-080R0 |
/60 | ¢



15

3.3.1 Labelling networks

Destinations reachable
from this output link

Link O 40, 18, 49
' Link 0l 40 18 . 49 |

i k1-—-. i : : '
Lin 25,45, 17,6, 39 Link1 254517 ' 6 39

Link 2L 24, 22, 28, 34 Link2 24 ' 22 1 28 & 34 -
Link3] . 35 42 Link3 36 : 42 -
- Lookup table required

Figure 3.6 Labelling a network

For each routing component there will be a number of destinations which can be reached via each of its
output links. Therefore, there needs to be a method of deciding which output link to use for each packet
that ammives. The addresses that can be reached through any link will depend on the way the network is
labelled. An obvious way of determining which destinations are accessible from each link, is to have a
lookup table associated with all the outputs (see figure 3.6). In practice, this is difficult to implement. There
must be an upper bound on the lookup table size and it may require a large number of comparisons be-
tween the header value and the contents of the table. This is inefficient in silicon area and also potentially
slow.

Destinations reachable
from this output link

Link 0l - 25, 28, 34, 36, 39 6..18 .25 ..40 .50

Link 1. 6,17
!

Link 3

Link2l____.. 40, 42, 45, 49

Link3{ . 18,22, 24 'IW

Interval routing table required

Figure 3.7 Interval labelling

However, a labelling scheme can be chosen for the network such that each output link has a range of node
addresses that can be reached through it. As long as the ranges for each link are non-overiapping, a very
simple test is possible. The header just has to be tested to see into which range, or interval, it falls and,
hence, which output link to use. Forexample, in figure 3.7, a header with address nwould betested against
each of the four intervals shown below:

Interval Output link
6<n<18 » 1
18<n<25 » 3

X3T9.2/92-080R0
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25<n<40 » 0
40 <n<50 » 2
The advantages of interval labelling are that:
s |tis ‘complete’ — any network can be labelled.

|t provides an absolute address for each devics in a network, so keeping the calculation of head-
ers simple.

* Itis simple toimplement in hardware — it requires little silicon area which means it can be provided
for a large number of links as well as keeping costs and power dissipation down.

o Because it is simple, it is also very fast, keeping routing delays to a minimum.

3.3.2 Avoiding deadlock -

Deadlock can occur in a flow—controlled network unless the routing algorithm is designed to avoid it.As
a simple example consider a network of four nodes (see figure 3.8) with one link in each direction between
each node. If the routing algorithm sends all messages clockwise and all nodes start sending to the oppo-
site comer at the same time, every link will become busy and the network will deadlock. It is possible to
add buffers fo the networi, but this will only delay the point at which deadlock occurs. The amount of buffer-
ing needed to avoid deadlock is dependent on the network size and the application program running on
the network.

Figure 3.8 Deadlock in a ne work

In this example, deadlock can easily be avoided by modifying the routing algorithm to send messages in
opposite directions from alternate nodes. In this case, each node will only need to send one message in
each direction at any fime. In this network, buffering can be added just to smooth the flow of data (i.e. to
prevent a process having to wait {o send a message when the network is busy) but it is not needed to

preveni deadiock.

It is possible to use interval labelling to label any network in a deadlock free way. Many regular networks

have optimal, deadlock free routing algorithms. Examples are trees, hypercubes, muiti-stage networks
and grids. These networks can then be combined, so that any network can be optimally labelled as if con-

structed from these sub-networks.

X3T9.2/92-080R0
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4 Conclusion

DS-Link technology provides reliable, high—speed serial communications at low cost, in a simple form
which is suitable for a wide range of applications. A simple protocol, implemented in hardware, keeps
overheads down whilst allowing more complex functions to be layered on top of it. It also permits high—per-
formance routing devices to be constructed, from which efficient systems of any size can be built to provide
very high system bandwidth and fault-tolerance.
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1985 1990 1995
0.5 u 1Gb/s
Giga-link
200Mb/s
1.0u 100Mbss | DS-Link
20Mb/s.
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15U ol
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Appendix B: DS-links in the context of other serial interfaces

It may be useful to those unfamiliar with DS-links to compare them with other serial interfaces which may be
better known. These include P1394 Serial Bus, Serial Storage Architecture (SSA), Fibre Channel, all from
the computer/disk industry, and Asynchronous Transfer Mode (ATM) from the telecommunications industry.

P1394 Serial bus recognises that a cabled bus with a total length of cable up to several tens of metres would
be severely limited by the bus capacitance. It therefore uses point-to-point cables, and performs the actual
bus function in silicon, where the lower bus capacitance offers an order of magitude faster performance than
would be provided by a cabled bus. Serial Bus has a low implementation cost because it avoids the need for
complicated coding/decoding, and also does not need analog components for clock recovery.

SSA recognises that the data-rate for short packets can be severely limited by the overheads of the header
and tail of a packet; SSA consequently limits the packet overhead to five bytes. The payload of the packet is
limited to 64 bytes, so that a short control packet is not blocked by a long data packet. SSA also recognises
the advantages, both for performance and fault-tolerance, of improvements in network topology. By using a
full-duplex ring,.SSA achieves four times the System bandwidth available from a half-duplex bus or token-ring;
because the ring can pe accessed from either end, the System can tolerate the loss of a node or of a cable
on the ring.

Fibre Channel takes the topology improvements a stage further by introducing the concept of routing “fabric.”
The fabric is rather like a telephone exchange, carrying many independent messages between different places
at the same time. The Fibre Channel exchange is packet switched, depending on the header, rather than
circuit switched as is the normal telephone exchange. Fibre Channel is designed to go both further and faster
than either Serial Bus or SSA, with a distance of the order of 10 kilometres rather than 10 metres, a low
speed of 133MBaud (10 MBytes/s) and a high speed exceeding 1GBaud (100 MBytes/s).

ATM appears different from the others in that it has been designed for telecommunications, but it has a
number of similarities and may aiso be appropriate for networks within buildings. It has a fixed packet (called
“cell”) size of a five byte header and 48 byte data or paquad.' Within the header are two address fields, one

DS-links were designed before some of these other interfaces, but in some respects can be seen to build on
the benefits of each of them.

As with all of the interfaces described, DS-links are point-to-point connections, which can be much better
controlled than bussed connections.

up with. The simple header of the DS-link, combined with the encoding, allow low cost implementation of the
DS-link circuit. The message latency of DS-Links is particularly low as a result of this simple header.

Like SSA, DS-links have small overheads on each packet and limit the length of the data field of the packet.
Also like SSA, the DS-links are full-duplex, and can benefit from the bandwidth and fault tolerance improve-
ments of a full-duplex ring.

DS-links do not attempt to cover the distance covered by Fibre Channel. They are primarily designed for
connections within a subrack or cabinet, but, like P1394 and SSA, are limited to a cable distance of the order
of 10 metres. Developments are in hand to extend the speed and distance of DS-links: these longer distance
connections will cost more than the standard DS-Link, but the user need only pay for the performance and
distance required.

Like Fibre Channel, however, DS-links can either be used directly point-to-point between nodes or can use
a “fabric" of routing switches. The 32-valent routing switch has a through-switch bandwidth of 320MBytesrs
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with 100MBaud DS-links, and in the absence of contention for a link output, the packet latency will be less
than 1 microsecond. Contention is minimised by the routing switch having 32 buses, each with 32 ports, all
operating in parallel. Contention is further minimised by the "Group Adaptive Routing” and “Universal Routing”
techniques for hot-spot avoidance (described in the routing switch specification).

Like ATM as well as SSA, the DS-link header is simple and short: it can be as short as a single byte, two
bytes if it goes through a router. Like ATM, the header is comprised of two parts, one of which defines the
routing path, and the other the channel of the process or task at the destination. Different error handling
mechanisms are appropriate for different types of data and equipments, so although a simple parity check is
performed to locate the most commonly occurring errors, any further error handling is , as in ATM, left to a
higher level of the protocol. As with a telephone exchange, there is a wide variety of topologies which can
be used, which provide scalable performance as well as fault-tolerance.

There are many factors which contribute to the overall throughput, cost/effectiveness, and fault tolerance.
Many of these, however, boil down to the complexity of the header and other overheads of the packets: the
simpler these are, the faster the link can run, the less silicon area is consumed, the lower the manufacturing
cost, the higher the utilization for short packets, the higher is the possible valency of the routing switch and so
the fewer routing switches are needed To build a large network, and so the fewer hops any message needs
to to go between any two nodes. In any network, the more different paths there are between any two nodes,
the more faults the network can tolerate, and the high-valency routers very easily give such multiple routes.

Some of these parameters are tabulated below for DS-links:

Metric (for DS-Link) Value (for DS-Link)
Shortest header (Direct connection) 1 byte
Shortest header (Routed) 2 bytes
Shortest data packet header alone
Longest data packet header plus 32 bytes
Delay of Router (unblocked) <1us
Hot-spot avoidance Universal routing plus adaptive routing
Valency of single-chip routing switch currently achievable 32
Through-switch bandwidth of 32-way Router 320Mbytes/s
Maximum network size > 1024 nodes
Number of logical channels per node limited only by memory
Need for clock recovery analog circuitry none
Implementation cost 32 links possible on 1cm? chip
Dual redundancy possible (mirroring)? yes
Triple modular redundancy possible (TMR)? yes
n-Modular redundancy possible (nMR)? yes
n+1 redundancy possible (as in RAIDs, Power supplies)? yes
Programming model| Process-to-process, synchronized

The fact that DS-Links share attractive features with all of the interfaces mentioned suggests that DS-Links

would be an ideal glue for interfacing between the various interfaces, and particularty for implementing routing
between them.

In some systems, it may be seen that the combination of features in a single interface that can be used
throughout the system might remove the need for other interfaces, at least within the system.
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Appendix C: Mapping the SCSI protocol onto links.

1.1 Introduction

The concepts used for this mapping of SCSI onto the DS link architecture takes into account fully the two and
half years of experience gained running SCSI over OS links. This proposed mapping is intended to demon-
strate how to exploit the features of the DS link architeciure to provide for both high performance and fault
tolerance. It is not intended at this point in time to be interpreted as a definitive mapping for SCSi on DS. Such
a mapping could be used on a single DS link in conjunction with any of the other altemative protocols such
as GPP or FC—4S by allocating each protocol a different virtual channel.

1.2  Strategy

Making the transition from a Bus based architecture to a point to point based architecture, does in general
simplify the software architecture of the.system. A great deal of SCSI's functionally is provided primarily to
maximise the utilisation of the Bus. Examples of such functionality are :- selection, identify, disconnect-recon-
nect and synchronous transfer mode.
The core aspects of SCS! that are desirable for mapping onto a serial architecture are:

* The Logical Block abstraction of the media

* The Defect Handling capabilities

¢ The Command Sets for different classes of devices
The following aspects of SCSI can also be desirable, but depend upon the intended application -

¢ Queue Tagged I/O

» Cacheing
The approach taken in this document has been to map as literally as possible the parallel bus architscture
of SCSI onto the serial point-to~point architecture of DS links. Whilst this will provide a perfectly adequate
implementation, exira performance will be achieved by defining a fully coherent specification for a protocol,

that provides for both the core aspects of SCSI and in addition the serial point—to~point communications as-
pecis of DS links.

The concept of Initiator and Targets has been preserved in this mapping. However if moving to a true peer—f{o—
pesr architecturs, it is worth considering whether such a concept be preserved.

To take advantage of the virtual channel capability of DS—Links a communication between an Initiator and a
Target is implemented by 2 pairs of virtual channels (1 pair from the Initiator to the Target and 1 pair from the
Target to the Initiator). Each pair consists of a control channel and a data channel. Thus in each direction,
there are 2 separate channels for control and data. This has the advantage that the virtual channel camying
the data can be connected directly up to either the track buffer or the DMA controller for Targets and Initiators
respectively. Also the provision of separate command and data channels ensures that long Data Out phases
do not block additional SCSI Command requests from being transferred from the Initiator to the Target as
would otherwise be the case for a single combined control and data channel. Using this scheme, control chan-
nels will always carry control information and non media access data.

This approach does not in any way preciude using a single pair of virtual channels io transfer both command
and data instead. It is merely described in order to demonstrate how the DS link architscture can be more fully
exploited to maximise performance of the system as a whole.

It may also be worth considering whether to include padding fields within packets to ensure that all fields begin
on a 32 bit word boundary to simplify firmware implementations for both Targets and Initiators. This has not
been included for in the current mapping. :

1.3 Nomenclature

In order to avoid confusion in terminology between SCSI and DS, the following rules will be adhered to within
this section of the document :-
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» ADS_SCSI_Transaction is a transfer of information between 2 DS_SCSI devices.
* An Initiator is a device that initiates a DS_SCSI|_Transaction.

= A Targetis a device that provides a service to an Initiator via a DS_SCSI_Trans-
action.

e A DS_Packet is a 0 to 32 byte sequence of bytes headed by a DS_Mess-
age_Header token and terminated by a DS_End_of_Packet token.

¢ A DS_Message is a DS link message. i.e. a sequence of information delivered in
32 byte DS_Packets.

« ADS_SCSI_Protocolis the protocol used to fransfer information between DS_De-
vices.
= A DS_SCSI _Packst is a protocol frame within the DS_SCSI_Protocol.

« DS_Media_Data is data transferred either to or from a devices media whether it
be magnetic media, optical_media or host memory. It does not include interface
management media such as Inquiry data for example.

s DS_Intarface_Management_Data is data thai s transferred solely for the purpose
of either obtaining device capability information :r defining modal operations of de-
vices. It does not include DS_Media_Data. S_SI inquiry data is an example of
DS_Interface_Management_Data

= ADS_Media_Data_Virtual_Channel is a virtual channel allocated specifically to
transfer Media Data to and from the media.

« A DS_Command_Virtual_Channel is a virtual channel allocated specifically to
transferring DS_Command_Packets and DS_Intsrface_Management_Data.

o A DS_Media_Data_Packet is a DS_SCSI_Packet transmitted on the
DS_Media_Data_Virtual_Channel.

* A DS_Command_Packet is a DS_SCSI_Packet transmitted on the DS_Com-
mand_Virtual_Channel.

» A DS_Command_Virtual_Channel_Pair consists of a pair of input and output
DS_Command_Virtual_Channels on a single bi—directional DS_Link.

o A DS_Media_Data_Virtual_Channel_Pair consists of a pair of input and output
DS_Media_Data_Virtual_Channels on a single bi—directional DS_Link.

1.4  Mapping SCSI onto the DS link architecture.

Essentially all that is required to map any protocol onto DS links is the availability of interfaces that superim-
pose the desired protocol on top of DS links packets. This will be completely transparent to the sender and
receiver who will simply see a number of virtual channels that are connected as far as they are concemed
directly to other devices in the network. Thus the desired proiocol packet equates to a DS link message which
embodies both the original packet and the routing information to deliver the original packet to its destination.
The Transmitter adds the DS protocol, the Receiver subtracis the protocol. The whole scheme is basically
a Time Division Multiplexor, or put another way, a Packet Switched Network. The DS link architecture provides
the fabric to transfer information between any 2 devices in the network. The routing of the information is trans-
parent to both the sender and recsiver.

Using DS links and routers, routing of SCS| requests to a particular target from an initiator is completely trans-
parent. There may be many possible routes to any particular device in the network. Thus if one link does not
respond, other links are tried until contact is made. Also multiple links may be used in tandem to provide muk-
tiple command paths and also to increase performance for devices capable of transfermring information faster
than the bandwidth of a single DS link.

Each device is allocated a unique Device_ID. This is not used at all to identify a nexus to a particular device.
Itis included only for end—-{o—end checking purposes. Thus in the extremely unlikely event of a request armiving
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to a device with a Destination_ID confiicting with the devices Device_ID, then recovery steps can be taken.
Such occurrences could stem from -

» |ncorrectly programmed router devices
s Operating system error

o A faulty router

e A Host Adaptor error

The Destination_ID and Source_ID is included within a CRC of a DS_SCSI_Packet. It is not necessary to
implicitly specify them within a DS_SCSI_Packet since both the sender and the recsiver have been confi-
gured such that they both know their own Device_ID and the Device_ID of the device that is connected to
the other end of a particular Virtual_Channel.

1.5  Protocol Description
The DS_SCSI_Protocol is split up across a DS_Command_Virtual_Channel_Pair and a
DS_Media_Data_Virtual_Channel_Pair.

As previously mentioned, the DS_Command_Virtual_Channel_Pair is specifically allocated to transferring
DS_Interface_Management_Data and the DS_Media_Data_Virtual_Channel_Pair is specifically allo-
cated to fransfer DS_Media_Data.

The protocaol invoives the transfer of packets on both the command and data links.

1.5.1 DS_Media_Data_Virtual_Channel Packets.

On a DS_Media_Data_Virtual_Channel_Pair there are 2 types of packets transmitted in either direction;
DS_Media_Data_Header_Packets and DS_Media_Data_Packets.

DS_Media_Data_Header_Packet
The general format for a DS_Media_Data_Header_Packst is as described in table 1.1.

DS_Media_Data_Header_Packets are used to specify information about the contents of the following
DS_Media_Data_Packet.
DS_Media_Header_Packets are always transmitted by the sender prior to every DS_Media_Data_Packst.
Consequently, the recsiver always expects to receive a DS_Media_Data_Header_Packet prior to every
DS_Media_Data_Packet.

I Field I Number of Bytes |
Packet_Length 4

Packet_Type 1
Logical_Block_Address 4
CRC 4

Table 1.1 DS_Media_Data_Header_Packet

The Packet_Length field specifies the iotal length of the packet. It does not include the bytes occupied by
either itself or the CRC field. Although the flow control low leve! protocol of DS links permits the receiving de-
vice to detect the end of the a DS message, it is quite often useful to know the precise quantity of Media_Data
that will be provided within the DS_Media_Data_Packet at the start of reception. Thie permits for example,
the receiver to organise how io buffer the data.

The Logical_Block_Address field provides sequencing information. During aMedia_Data_In_Phase, seg-
ments of the overall fransfer may ammive in any order and on any DS link that has a virtual channel connected
to the pertaining target. The size of the transfer
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DS_Media_Data_Packet

Field Number of Bytes
Media_Data Packei_Length
CRC 4

Table 1.2 DS_Media_Data_Packet

1.5.2 DS_Command_Virtual_Channel_Packets
The general format of a DS_SCSI_Command_Packet is as described in table 1.3.

I Field : | Number of Bytes |

Packet_Length - 4
Packet_Type 1
Packet specific data "
CRC 4

Table 1.3 DS_SCSI_Command_Packet template

The Packet_Length field specifies the total length of the packet specific data. It does not include the bytes
occupied by either itself or the CRC field. In order to differentiate packets, each packet type is allocated the
unique tag Packet_Type. The significance of each tag value for Packet_Type is as defined in table 1.4.

Packet Type | Tag value I

DS_Configuration
DS_Interrogation_Request
-f‘Q_Interrogation_Repiy

] _Message_Out

[DS_SCSI_Command
DS_Media_Data_Header
DS_Non_Media_Data_In
DS_Media_Data_Out_Phase_Request
DS_Non_Media_Data_Out_Phase_Request
DS_Non_Media_Data_Out

DS_Message_In

DS_Status

DS_Exception 12
DS_Reset 13
DS_Temminate_|O 14
DS_Spindle_Synchronization 15

Table 1.4 Packet Types

The CRC field provides a Cyclic Redundant Checksum periaining to the complete packet of information from
and indluding the Packet_Length field to the byte prior to the CRC field. The CRC also embodies the Destina-
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tion_ID and the Source_ID. When checking the CRC a receiving device should include both its Device_ID
(which is the Destination_ID) and the Sourcs_ID. It knows the Source_|D becauss at configuration time it

has been informed that all control and data packets arriving on a particular pair of input virtual channels pertain
to the a particular Source_ID. The advantage of this scheme is that :

* a) The source and destination ID's are transparent during normal operating condi-
tions.

* b) Full end-to—end checking is possibie which also includes checking of routing er-
rors.

1.5.3 Configuration

[Field Number of Bytes
R £ R —
Packet_Type 1=0
Destination_ID 2
Source_ID 2
Device_Type 1
Configuration_Data_Length 4
Configuration_Data Configuration_Data_Length
CRC 4
Table 1.5 Configuration
Where:-
Devic:e_fﬁe lTag
Initiator 0
Target 1

Table 1.6 Device_Types

Field Number of Bytes
To be Defined ,? i

Table 1.7 Configuration_Data

1.5.4 Interrogation

In order that an Initiator may Interrogate devices connected to it, provision is made in the protocol to request
that Device_Properties information be retumed by the device connected to the Initiator. This information per-
tains only to the serial communications aspect of the interface and does not duplicate information that could
otherwise be obtained via the SCSI Inquiry command. The request is made by issuing a DS_|Interroga-
tion_Request described in table 1.8.
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Field Number of Bytes
Packet_Length 4

T’ackat_Type 1=1
Device_Properties_Length 2

CRC 4

Table 1.8 DS_Interrogation_Request

On receipt of such a message, the device whether it be an Initiator, Target or Recovery Unit will respond with
a DS_Interrogation_Reply as described in table 1.9.

Field Number of Bytes
Packet_Length 4

Packet_Type - - 1=2
Device_Properties Packet_Length
CRC 4

Table 1.9 DS_Interrogation_Reply

Field Number of Bytes

Device_Type

1

Device_Type_Data

Device_Data_Length — 5

Table 1.10 Device_Properties

Field
To Be Defined

Number of Bytes
Device_Properties_Length - 5

Table 1.11 Device_Type_Data : Initiator

Field Number of Bytes
To Be Defined » Device_Properties_Length - 5

Table 1.12 Device_Type_Data : Target
1.5.5 DS_Message_Out

The DS_Message_Out phase provides a mechanism for the Initiator to either inform the Target of some ex-
ception, or to request the target take some action. li is debatable whether this should be supported in the same
way as Parallel SCSI, but for the sake of completenass it is defined in DS_SCSI as described in table 1.13.
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Field Number of Bytes

Packet_Length 4

Packet_Type 1=3
Destination_ID 2

Source_ID 2
Message_Length 1

Message Message_Length
CRC 4

Table 1.13 DS_Message_Out

1.56 DS.SCS| Command -

The DS_SCSI_Command phase may transfer either a single SCSI_CDB or may be any length if a series
of linked SCSI_CDB commands are to be executed by the target without being interspersed by commands
from other competing initiatnrs connected to the target (Read-Modify-Write—Cycles).

The format of the DS_SCSI_Command is as shown in table 1.14.

Field I Number of Bytes !
Packet_Length

4
Packet_Type 1=4
Queue_Tag 1
Total_Transfer_Size 4
Transfer_Unit_Size 4
SCSI_CDB_Length 1
SCSI_CDB SCSI_CDB_Length
CRC 4

Table 1.14 DS_SCSI_Command template

The Queue_Tag field is as specified in the SCSI-2 message system except that it is embodied within the
Command Data Block Message. An altsmative method to using Queue_Tags is to configure muttiple
DS_SCSI_Virtual_Connections between a particular Initiator and the Target. Multiple threads can thus be
maintained across multiple DS_SCSI_Virtual_Connections. A combination of both techniques may also be
used where there is a desire to imit the number of virtual channels used between a particular Initiator and the
Target,

The SCSI_CDB_Length is usually equal to 6 or 10 though may be any length up to 255 if the SCSI_CDB
contains a number of linked commands.

The SCSI_CDB field is either a single or linked series of SCSI-2 Command Descriptor Blocks.

The Total_Transfer_Size specifies the total number of bytes to be transferred during a data phase. This may
be zero even for say a READ command. On recsipt of such a READ command, the drive will simply seek to
the specified command and transfer no data. '

A Test Unit Ready command would always have the Total_Transfer_Size equal to zero.

The Transfer_Unit_Size defines unit of transfer for media access data phase type commands. For a data
in phase type command, the target shall break up the request into a number of Data_In_Phase messages
with Data_Transfer_Sizes of Transfer_Unit_Size. The Transfer_Unit_Size should divide exactly into the
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Total_Transfer_Size. Where this is not possible, the Transfer_Unit_Size should equal the
Total_Transfer_Size. The Transfer_Unit_Size must aiways be divisible by 4 to that DMA controllers inter-
facing to 32 bit wide memory systems can transfer the data to memory, without needing to cater for special
remainder situations.

A Test Unit Ready command would always have the Transfer_Unit_Size equal to zero.

The provision of Transfer_Unit_Size simplifies the Initiator firmware when configuring DMA contfrollers con-
nected to the pertaining virtual channels. For example, if the firmware knows that a 1 Mbyte READ command
will be split up into 1000 1kByte messages, then after receipt of the first 1K Byte message into a LAN packet
frame for transmitting onto a LAN, it can set the DMA controller fo input the next 1k Byte into another LAN
packet frame and so on. Thus SCSI transfers and LAN activity can be pipelined. This minimises latency of
the system in a file server application.

If the Target is unable to accommodats the Transfer_Unit_Size specified (even though it can satisfy the com-
plete Total_Transfer_Size so long as it is broken up into small enough segments) , it must generate an Ex-
ception packet (see 1.5.15) and forward it to the Initiator. The Initiator will then use the smaller
Transfer_Unit_Size specified in the Exception packet. )

1.5.7 DS_Data_In_Phase

A DS_Data_In_Phase occurs by the Target sending a 'S_Media_Data_Header_Packet followed by a
DS_Media_Data _Packet, on the DS_Media_Virtual _Cl.annel from the Target to the Initiator. The Target
may use multiple DS Links to transfer multiple Data_| in _Phases in order to increase throughput for devices
capable of transferring information faster than a single DS link bandwidth. The sequencing information is pre-
served by the inclusion of the Logical_Block_Address within the accompanying
DS_Media_Data_Header_Packet. Also in the event of a failure of one of the links of a dual ported device,
the information may be transferred on the other link. See also section 1.5.1.

1.5.8 DS_Non_Media_Data

The DS_Non_Media_Data_in phase transfers previously requested information from the Target to the Initi-
ator. The Queue_Tag supplied periains to the original initiated DS_SCSI_Command phase.

Field I Number of Byltes |
| Packet_Length 4

Packet_Type 1=6

Queue_?ag 1

Data Packet_Length - 2

CRC 4

Table 1.15 Non_Media_Access_Data_In_Phase

1.5.9 DS_Media_Data_Out_Request

The DS_Media_Data_Out_Request requests that the Initiator transfer the data to be written to the media
starting at the position of the specified Logical_Block_Address. The quantity of the data supplied will be
Transfer_Unit_Size in length. The Initiator should verify that this value corresponds to its originally spectﬁsd
Transfer_Unit_Size within the Command_Phase. The Queue _Tag supplied perta:ns to the applicable in-
itiated DS_SCSI_Command phase.

The Data Out phase needs a request to be sent from the Target to the Initiator so that the Target can define
the I/O, the quantity and the positional information of the data. The Data In phase on the other hand needs
no such request since it is the Target that is always in the position of deciding which 1/O to service and the
manner in which it should be implemented.
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Field Number of Bytes
Packet_Length

E-S

n
-~

Packet_Type

Queuejag

(Transfer_Unit_Size

Al Bl Al -

[CRC

Table 1.16 DS_Media_Data_Out_Request

1.5.10 DS_Non_Media_Data_Out_Request

The DS_Non_Madia_Data_Out_Requ_ast requests that the Initiator transfer the non media data pertaining
to the Queus_Tag supplied by the appiicable initiated DS_SCSI_Command phase. The quantity of the data
supplied will be Transfer_Unit_Size in length. The Initiator should verify that this value corresponds to its
originally specified Transfer_Unit_Size within the Command_Phase.

The Data Out phase needs a request to be sent from the Target {o the Initiator so that the Target can define
the I/0, the quantity and the positional information of the data. The Data in phase on the other hand needs
no such request since it is the Target that is always in the position of deciding which IO to service and the
manner in which it should be implemenied.

Field Number of Bytes
Packet_Length 4

Packet_Type 1=8
Queue_Tag 1
Logical_Block_Address 4
Transfer_Unit_Size 4

CRC 4

Table 1.17 DS_Media_Data_Out_Request

1.5.11 DS_Non_Media_Data_Out

The DS_Non_Media_Data_Out phase transfers a quantity of data as previously requested by the target by
aDS_Non_Media_Data_Out_Request, from the Initiator to the Target. The quantity of the data supplied will
be Transfer_Unit_Size in length and should corespond to the Transfer_Unit_Size specified in the original
Command_Phase. The Queue_Tag supplied pertains to the applicable initiated DS_SCSI_Command.

Field Number of Bytes
W’L\
Packet_Type 1=9
Queue_Tag 1
Data Packet_Length -6
CRC 4
X3T9.2/92-080R0O Appendix C Mapping the SCSI protocol onto links
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Table 1.18 DS_Non_Media_Data_Out packet.

1.5.12 DS_Media_Data_Out

The DS_Media_Data_Out phase tfransfers a quantity of data as previously requested by the target by a
DS_Media_Data_Out_Request, from the Initiator to the Target. The quantity of the data supplied will be
Transfer_Unit_Size in length and should comespond to the Transfer_Unit_Size specified in the original
Command_Phase. The Initiator may use muliiple DS Links to transfer muitiple DS_Media_Data_Out
packets in order to increase throughput for devices capabile of storing information faster than a single DS link
bandwidth. The sequencing information is preserved by the inclusion of the Logical_Block_Address within the
accompanying DS_Media_Data_Header_Packet. Also inthe event of a failure of one of the links of a dual
ported device, the information may be transferred on the other link. See also section 1.5.1.The Queue_Tag
supplied pertains to the applicable initiated DS_SCSI_Command.

1.5.13 DS_Message_In =

The DS_Message_In phase provides a mechanism for the Target to either inform the Initiator of some excep-
tion, or to request a service from the Initiator. It is debatable whether this should be supported in the same
way as Parallel SCSI, but for the sake of completeness it is defined in DS_SCSI as described in table 1.19.

| Field : l Number of Bytes I

Packet_Length 4

Packet_Type 1=10

Message Packet_Length — 1
CRC 4

Table 1.19 DS_Message_In packet

1.5.14 DS_SCSI_Status

The DS_SCSI_Status phase provides a means for the Target device to inform the Initiator the success of a
SCS| command.

Field Number of Bytes
Packet_Length 4

Packet_Type 1=1
Queue_Tag 1

SCSI_Status 1

Message_in 1

CRC 4

Table 1.20 DS_SCSI_Status packet
The Queue_Tag field is as specified in the SCSI-2 message system except that it is embodied within the
DS_SCSI_Status packet.

The SCSI_Status field is as specified by the SCSI-2 specification and indicates the completion status of the
SCSI_CDB issued by the initiator with the specified Queue_Tag.

The Message_ln field provides for a Command_Complete Message—in—-Phase to be embodied within the
status phase. In normal SCSI-2 operation, a Command_Complete message usually accompanies a
SCSI-2 Status—Phase.
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1.5.15 DS_Exception
Exceptions that are detected by a devices are communicated to other devices via DS_Exception packets.

Field I Number of Bytes
Packet_Length 4

T’Ecket_Type 1=12
Queue_Tag 1

Exception_Data Packet_Length ~ 6
CRC 4

Table 1.21 DS_Excepfion packet

Field Number of Bytes
To be Defined ?

Table 1.22 Exception_Data

1.5.16 Reset
Devices may be Reset into a known state via DS_Reset_Packets.

Field I Number of Bytes [
Packet_Length 4

Packet_Type 1=13
Queue_Tag 1

Reset_Data Packet_Length - 6
CRC 4

Table 1.23 DS_Reset packet

Field | Number of Bytes
To be Defined ?

Table 1.24 Reset_Data

1.5.17 DS_Terminate_[O
Devices may be Reset into a known state via DS_Terminate_lO packets.

Field Number of Bytes
Packet_Length 4
Packet_Type 1=14
Queue_Tag 1
X3T9.2/92-080R0 Appendix C Mapping the SCSI protocol onto links
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Terminate_|O_Data

Packet_Length - 6

CRC

)

Table 1.25 DS_Terminate_lO packet

Field
To be Defined

Number of Bytes
? l

Table 1.26 Terminate_IO_Data

1.5.18 DS_Spindle_Synchronization.

Devices may »e spindle synchronized by means of DS_Spindle_Synchronization packets.

Field | Number of Bytes l
Packet_Length 4

Packet_Type 1=15

Queue_Tag 1

Spindle_Synchronization_Data Packet_Length -6

CRC 4

Field
To be Defined

Number of Bytes
? \

Table 1.27 Spindle_Synchronization_Data
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Mapping the SCSI protocol onto links



Appendix D: IMS C104 packet routing switch

1 Introduction

This document contains preliminary information for the IMS C104 packet routing switch.

The IMS C104 (figure 1.1) is a complete, low latency, packet routing switch on a single chip. It connects
32 high bandwidth serial communication links to each other via a 32 by 32 way non—blocking crossbar
switch, enabling messages to be routed from any of its links to any other link. The links operate and pack-
ets are processed concurrently, and the transfer of a packet between one pair of links does not affect the
latency or data rate tor another packet passing between a second pair of links.

|
|
: _ _ ‘
CLink 0 fett— !
. System Command — | |
| services processor CLink 1 kee— » :
|
1)
; — Link 0 s B
|
| .
; 32x 32 . !
! Crossbar ' : !
F switch
! ﬁ:) Link 31 [

Figure 1.1 Block diagram of IMS C104

The IMS C104 allows communication between devices that are not directly connected. A single IMS C104
can be used to connect up to 32 devices. The IMS C104 can also be connected to other IMS C104s to
make larger and more complex switching networks, linking any number of devices that use the link proto-
col. Any number of IMS C104s can be cascaded to any depth.

The IMS C104 enables networks to be built which efiectively emulate a direct connection between each
of the devices in the system. In the absence of any contention for a link output, the packet latency will be
less than 0.5u second.

A message on a IMS C104 communication system is transmitted as a sequence of packets. To ensure
that packets which are parts of different messages can be routed, each packst contains a header. The
IMS C104 uses the header of each packet arriving to determine the link to be used to output the packet.
Anything after the header is treated as the packet body until the packet terminator is recsived. This en-
ables the IMS C104 to transmit packets of arbitrary length.

In most packet switching networks complete packets are stored intemally, decoded, and then routed to
the destination node. This causes relatively long delays due to high latency at each node. To overcome
this limitation, the IMS C104 uses wormhole routing, in which the routing decision is taken as soon as the
routing information, which is contained in the packet header, has been input. Therefore the packet header
can be received, and the routing decision taken, before the whole packet has been transmitted by the
sourcs. A packet may be passing through several nodes at any one time. Thus, latency is minimized and
transmission can be continuous.

X379.2/82-080R0 Appsendix D ; j 7 IMS C104 packet routing switch
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The term wormhole routing comes from the analogy of a worm crawiing through soil, creating a hole that
closes again behind its tail. Wormhole routing is invisible as far as the senders and receivers of packets
are concernad, its only effect is to minimize the latency in message transmission.

The routing algorithm which make - the routing decision is called interval labeling, which is complete, dead-
lock free, inexpensive and fast. - -ch destination in a network is labeled with a number, and this number
is used as the destination addres. .n a packet header. Each link in a routing switch is labeled with an inter-
val of possible header values, and only packets whose header value falls within that interval are output
via that link.

The IMS C104 is controlled ard programmed via a control link. The IMS C104 has two separate contro:
links, one tor receiving commands and one to provide daisy chaining. The control links enable networks
of IMS C . 04s to be controlled and monitored for errors. The control links can be connected into a daisy
chain or tree, with a controlling processor at the root.

The IMS C104 contains a hardware mechanlsm to allow independently programmed networks to be con-
nected togsther. It also has ac titional circuitry to maximize the utilization of links operating in parallel. and
to reduce the impact of messz. je congestion on worst—case latency and bandwidth in heavily loaded net-
works.

The IMS C104 can be configured as a number of separate logical devices, whose attributes can be set
independently. '

A set of tools will be available to support the configuration of IMS C104 systems. The tools will provide
support in the configuration and initialization of networks consisting of IMS C104 routing switches.

X3T9.2/92-080R0 Appendix D ' IMS C104 packst routing switch
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2 Operation of IMS C104 networks

A single IMS C104 can be used to connect up to 32 devices. The IMS G104 can also be connected to other
IMS C104s to make larger and more complex switching networks. linking any number of devices that use
the link protocol.

The IMS C104 uses a 1 or 2 byte header of each packet arriving, to determine the link to be used to output
the packet. Bytes following the header are treated as the data section of the packet until a packet termina-
tion token is received. This enables the IMS C104 to transmit packets ot arbitrary length.

An IMS C104 network consists of one or more IMS C104 routing devices connected together by bi—direc-
tional DS links. Each device is called a node of the network. Some links of the network are connected to
the exterior of the network. to processing devices or to another network. These links are called terminal
links.

In order to support the efficient routing of packets through a network the IMS C104 implements a complete
routing algorithm in hardware. Fhe component parts of the algorithm are described in the toliowing sec-
tions.

21 Wormhole routing

In most packet-switching networks each routing switch inputs the whole of a packet. decoaes the routing
information. and then forwards the packet to the next node. This is undesirable in device networks be-
cause it requires storage for packets in each routing switch and it causes long delays between the autput
of a packet and its reception.

The IMS C104 uses wormhole routing (figure 2.1) in which the routing decision is taken as soon as the
header of the packet has been input. If the output link is free, the header is output and the rest of the packet
is sent directly from input to output without being stored. If the output link is not free the packet is buttered.
The packet header, in passing through a network of IMS C104s, creates atemporary circuit through which
the data flows. As the end of the packet is pulled through, the circuit vanishes. The wormhole analogy is
based on the comparison with a worm crawling through sandy soil. which creates a hole that closes again
behind its tail.

The implications of wormhole routing are that a packet can be passing through several IMS C104s at the
same time. and the head of the packet may be received by the destination before the wnole packet has
been transmitted by the source. Thus latency is minimized and transmission can be continuous.

Wormhole routing is invisible as far as the senders and receivers ot packets are concerned. lts major eftect
is to minimize the latency in the message transmission.
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Packet header Is read, routing S104 C104 C104
decision is taken.
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If output link is free, packst is C104
sent directly from input to out-
put creating temporary circuit.

C104

As tail is pulled through the
circuit vanishes. Heaaer may
enter next switch before packet
has left previous switch.

C104 C104

Figure 2.1 Waormhole routing

28 Interval labeling

Wormhole routing reguires a routing strategy to decide which link a packet should be output from. The
IMS C104 uses a routing scheme called interval labeling, whereby each output link of an IMS C104 is as-
signed arange. orinterval. of labels. This interval contains the number of all the terminal nodes (i.e. device.
gateway to another network. peripheral chip, etc) which are accessible via that link. Each terminal link of
a network has an associated interval of labels. On entering a network the packet header contains a label.
The label determines which link the packet is to be output to and hence must occur within the interval asso-
ciated with the destination link.

As the packet arnves at an IMS C104 the selection of the outgoing link is made by comparing the heaaer
value with the set of intervals, as in the example shown in figure 2.2. The intervals are contiguous and
non—overlapping and assigned so that each header value can only belong to one of the intervals. The out-
put link associated with the interval in which the header value lies is the one selected. In the examole the
incoming header contains the value 154. which lies between 145 and 186. so the packet is output aiong
link 8.

link
- selected

6

3

= ;

Compare with _ 187 -

rrarvel table 145 3 Send packet down link 8

a8 5

15 -

o

0

Figure 2.2 Interval labeling

Figure 2.3 gives an example of interval routing for a network of two IMS C104's and six devices showing
one virtual link per device. The example shows six virtual channels. one to each device. labeled 0 to 5.
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The interval contains the labels of all virtual channels accessible via that link. The interval notation [3.6)
is read as meaning that the header value must be greater than or equal to 3 and less than 6. If the progress
of a packet with the header value 4 is followed from Devicey then it is evident that it passes through both
IMS C104s before leaving on the link to Device,.

Device! Device3
e ——
[1.2) [3. 4),
— [3.6) T i )
Devicad =————— = C104 C104 o™ Devices
0.1 —— 0.3) ——
[2. 3) 4.5}
e X i =
Device2 Daviced
C104, C104,
Intervais: 0.1 [1.2)[2.3) [3.6) [0.3) [3.4) [4.5) [5.6)

Figure 2.3 Interval routing

Itis possible to label all the major network topologies such that packets follow an optimal route through
the network. and such that the network is deadlock free. Optimal. deadlock free labelings are available
for grids. hypercubes. trees and various multi-stage networks. A few topologies. such as rings, cannot
be labeled in an optimal deadlock free manner. Although they can be labeled so that they are deadiock
free. this is at the expense of not using one or more of the links. so that the labeling is not optimal. Optimal
deadlock free labelings exist if one or more additional links are used.

Interval routing ensures that each packet takes the shortest route with low control overhead. and that all
packets reach their destinations. It is independent of network topology and the output iink selected is
independent of the input link used. The transfer of a packet between one pair of links does not affect the
data rate for another packet passing between a second pair of links. The hardware required to implement
interval routing is simple. enabling many routing decisions to be made concurrently, thus providing a high
rate of packet processing.

2.3 Moduiar composition of networks

To assist in the modular composition of routing networks the IMS C104 contains a hardware mechanism
to implement header deletion. Header deletion mode is where eacn link outbut of the IMS G104 can be
programmed to delete the header of a packet betore transmitting the remainder of the packet.

The benefits achieved by header deletion are:

1 Simplified labeling of systems, by separating out the task of labeling networks from that of
igentifying virtual channels on devices.

‘2 Removal of the limit of a maximum of 64K virtual channels per system.
3 Hierarchical compasition of networks.

Figure 2.4 illustrates how header deletion is used to simplify the labeling of systems by separating out the
task of labeling networks from that of identitying virtual channels on devices. Figure 2.4(a) shows a system
ot 256 devices connected by a network of IMS C104s. All of the link inputs in the svstem are programmed
to receive 2 byte headers. The IMS C104 interval routing tables and virtual channel headers are pro-
grammed to support 256 virtual channels connected to each device. with the header values allocated as
shown in figure 2.4(a).
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Figure 2.4(b) shows the same system but with all the link inputs in the system programmed to receive 1
byte headers, and with the terminal links of the IMS C 104 network programmed to delete headers. A pack-
et is now transmitted with a header consisting of two 1 byte sub—headers. It should be noted that as far
as the IMS C104 is concerned the packet has just one header, any subsequent sub—headers are treated
as part of the data body of the packet. The first 1 byte sub—header routes the packet across the network
to the terminal link which the packet is 1o be sent out of: the terminal links being numbered from 0 to 255
as shown. This header is deleted as the packet leaves a terminal link of the network. The second 1 byte
sub—header is then exposed, and is interpreted by the destination device to identify the target vintual
channel.

{a) labeling the system with 2 byte headers

: Network of C104s Bt

S —

T9000 T9000| £ 2@ T9000:!
Virtuai . y _
channels: 0 =2° 256-511 65279—-65535
(b) labeling the system with two 1 byte headers
Network of C104s . P
s “—\‘—’—_”/// 2
0 i 255+
T9000 i -T8000! e T9000!
Virtual 0—255 0-255 o R
channels:

Figure 2.4 Heaaer deletion used to separate network labeling and virtual channel identification.

In this manner header deletion allows network routing information to be separated out from the identifica-
tion of virtual channels on devices. A first header is used to route the packet across a network to a terminal
link. and a second header is used to identify a virtual channel within the destination device. The use of
two 1 byte headers also decreases latency. ’

The total number of virtual channels in the system shown in figure 2.4 has not been increased. as headers
are still 2 bytes long in total. However. the total number of virtual channels in the system can now be in-
creased by programming the links on the devices to accept 2 byte headers (whilst the IMS C104s still ac-
cept 1 byte headers).

In this case a packet is transmitted with a header consisting of a 1 byte sub—header and a second 2 byte
sub—header. As before. the first 1 byte sub—header routes the packet across the network and is deleted
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as the packet leaves a terminal link of the network. Thus exposing the second 2 byte sub—header which
allows 64K separate virtual channels to be identified on the destination device. Header deletion thereby
removes the limit of 64K virtual channels in a total system. and replaces it with the less constraining limit
of 64K virtual channels on each device.

Header deletion also allows networks to be connected together. as shown in figure 2.5. In this example
a packet is routed through two networks and then to a virtual channel on an device. All of the terminal links
of the two networks are set to header deletion mode. Figure 2.5 shows the header as it is routed through
the network. The header of the packet in this case is made up of three concatenated sup—headers. The
first sub—header routes the packet across the first network and is deleted as the packet leaves the terminal
link of the network. The second sub~header routes the packet across the second network in the same
way. Finally the third header is exposed to identify the destination virtual channet on the aevice.

In the case in which each IMS C104 is treated as a separate network and has its link outputs set to header
deletion mode. packets can be explicitly steered across a network. This is at the expense of having 1 byte
of header for each IMS C104 traversed.

direction of travel

-_—— e —— e —

; packet
-j ; packet body ‘2rminator

header made up of
concatenated sub—headers

sub—-network of C104$ P s T W

used to route packet
through sub—network.
deleted on output.
-
sub—network of C104s
—_— T 2

-— o

"~ ] used o route packet
through sub—networik.
deleted on output.

g e

header used to identify _ +
virtual channel on device

Figure 2.5 Hierarchical composition of networks using header deletion

A major advantage of extending the capabilities of the IMS C104. through header deletion. is that headers
can be minimized for small systems. thus optimizing network latency and network banawidth. whilst sl
enabling more complex. larger, systems to be constructed efficiently.

2.4 Use of parallel networks

System wide communication can be provided by connecting each device to a single routing network via
one ormore of its links. However, as each device has several links it can be connected to several ditterent
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networks. These can be completely distinct networks, or simply logical sub—networks of one network of
IMS C104s. The use of muitiple networks can provide the following:

» Higher available processor to processor bandwidth.

« Separate networks for different priority messages. The link protocol does not provide any
support for associating a priority with a packet. This can be supported by providing a separate
network for each required message priority.

» Separate networks for identified concurrent data streams in a system designed for a specific
application.

2.4.1 Grouped adaptive routing
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s
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Figure 2.6 Groupsed adaptive routing

The IMS C104 canimplement grouped adaptive routing. Sets of consecutive numbered links can be contfi-
gured to be grouped, so that a packet routed to any link in the set would be sent down any free link of the
set. This achieves improved network pertormance in terms of both latency and throughput.
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Figure 2.6 gives an example of grouped adaptive routing. Consider a message routed from C104,, via
C104.. to Devices. On entering C104, the header specifies that the message Is to be output down Link6
to Devices. If Link6 is already in use, the message will automatically be routed down Link5, Link7 or
Link8. dependent on which link is available first. The links can be configured in groups by setting the
Group0-31 bit fields. Each bit corresponds to a link and can be set to ‘Start' to begin a group and 'Contin-
ue’ to be included in a group, as shown in figure 2.6.

2.5 Hot spot avoidance

The routing algorithms described so far provide efficient deadlock free communications and allow a wide
range of networks to be constructed from a standard router. Packets are delivered at high speed and low
latency provided that there are no collisions between packets travelling through any single link.

Unfortunately. in any sparse communication network. some communications patterns cannot be realized
without collisions. A link over which an excessive amount of communication is required to take place at
any ‘instant is reterred to as a hot spot in the network, and resuits in packets being stalled tor an
unpredictabie length of time.

To eliminate network hot spots. the IMS C104 can optionally implement a two phase routing algerithm.
This involves every packet being first sent to a randomly chosen intermediate aestination: from the inter-
mediate aestination it is forwarded to its final destination. This algonthm, reterred to as Universal Routing,
is designed to maximize capacity and minimize delay under conditions of heavy load. (This has been prov-
en by simulations and theory. Refer to ‘A scheme for fast paralle! communication’ SIAM J. of Computing,

11 (1982) 350-361). It trades this off against best case performance in an empty network.

To implement two phase routing each packet must have a ‘random’ header prepended to it as it enters
the randomizing network. which indicates its intermediate destination. This is implemented on the IMS
C104 by enabling each input link to be programmed into a random header generation mode. In this made
the input link adds a random header to the front of each packet that it receives. The random header is
generated from within a programmed range. The IMS C104 then treats this random header as the header
of the packet. (the destination header is now treated as part of the data body of the packet). and routes
the packet accordingly. The packet is routed on through the network until it reaches its random intermedi-
ate destination where the first phase of routing terminates.

Each IMS C104 link recognizes a range of portal values. The portal values set the random phase routing
interval. This interval is compared with each arriving header. Any packet with a header within this interval
will be recognized by the IMS C104: the random header will be deleted: and the header that is exposed
is used to route the packet through the network to its final destination.

Note that the deletion of the random header associated with universal routing is different to that of the
operation ot header deletion mode, as described in section 2.3 above. Header deletion mode deletes
heaaers as the packet is sent along alink output, whereas header deletion associated with universal rout-
ing occurs when the random header of the packet input into the IMS C104 is recognized to be within the
portal range.

In arder to ensure that deadlock does not occur the two phases of routing must use completely separate
links. This is achieved by assigning destination headers and random headers from distinct intervais. All
links in the network must be considered to be either destination or randomlinks. The intervals associated
with a given link on a IMS C104 must be a Sub—interval of the destination or random header range as ap-
propriate.

Effectively this scheme provides two separate networks: one for the randomizing phase and one for the
destination phase. The combination will be deadlock free if the separate networks are deadlock free.

Universal routing can be beneticially applied to a wide variety of network topologies. including hypercubes
and arrays. There are a small number of network topologies where universal fouting is not always
beneticial. as it can prevent highly optimal routings through the network being utilized.
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3 Control of the IMS C104

The IMS C104 is controlled and programmed via the control links. Messages sent to the IMS C104 allow
its configuration registers to be set and read. The registers can be accessed via CPeek and CPoke com-
mand messages sent along the control links and control the interval selectors, the random number gen-
grators and the DS links.

3.1 Programmabie parameters

Interval routing is achieved in the IMS C104 by interval selector units. An interval selector performs the
routing decision for each packst. It consists of 35 base and limit comparators (see figure 3.1). Each com-
parator is connected to a pair of registers, except the lowest whose base is fixed at zero. Each register
is connected to the limit of one comparator and the base of the next comparator, except the top register
which is connected to the limit of the top comparator only. These registers must be programmea with
a set of unsigned 16 bit values ascending from zero, thus the intervals are non-—overiapping and each
header value can only belong to one of the intervals. This sets the interval for each link. Any link can be
assigned to any interval. The output of each comparator is connected to a register (SelectLinkn). The
SelectLInkn register contains the number of the associated output link. The contents are sent to the
address gate if the packet header is greater than or equal to the base and less than the limit vaiue of
the adjoining comparator. .

The interval selector reads in the vaiue of the header and the pre—programmed comparators determine
the corresponding link address for output. Once the path through the crossbar is set the tokens are
passed through until an EOP or EOM terminator token is detected.

Each link input of a IMS C104 can be set to random header generation mode by the Randomize fiag.
In random header generation mode the random header generator produces a heaaer which is aaded
in front of the existing header and is used to route the packst to a random node, thus implementing the
universal routing algorithm.

The lower limit and range of the random number generator must be programmed into the RandomBase
and RandomRange registers.

Associated with each interval is a flag, held in the Discard0—34 bit field, which indicates which of the
intervals is the portal. If the input header is indicated as belonging to a portal interval (i.e. the rangom
header has reached its random intermediate destination) the 'Discard’ signal is sent to the heaaer buffer
telling it to discard the header. In this case the output of the ladder of comparators is not sent to the cross-
bar and the next 1 or 2 bytes of data (dependsent on the HeaderLength flag) is taken as the new neaaer
and is again processed using the interval iabeling algo- thm.

If the header is not flagged as the portal by the Discar 7-34 bits the ‘No’ signal is sent to the aadress
gate, which then allows the address which is produce- from the ladder of comparators to be sent out
to the crossbar. If none of the flags Discard0—34 is set, the portal mechanism is disablea.
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Figure 3.1 Interval selector registers

Each link can be sst to input 1 or 2 byte headers. This is determined by the HeaderLength0~-31 flag
in the configuration registers which are set after power on. It allows headers to be minimized for small
systems. thus optimizing network latency and network bandwidth, whilst also enabling large homoge-
neous systems to be constructed. Heterogeneous and hierarchical Systems can be implamented using
hierarchical labeling and header deletion (which is implemented by setting the DeleteHeader0—31 flag
for a given link).

3.1.1 Partitloning

All the parameters described above are programmable on a per link basis. This enables an IMS C104
to be used as part of two or mare different networks. For example, a single IMS C104 couid be used
for access to both a data network and a control network (see figure 3.2). Thus partitioning provides scon-
omy in small systems, whers using an IMS C104 solely for the control network is not desired. It can also
be used to enhance security in larger systems, if it is desired to prevent packsets from one part of a system
from being routed to another part.

X3T79.2/92—-080R0 Appendix D IMS C104 packet routing switch
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Figure 3.2 Using partitioning to enable one IMS C104 to be used by two different networks
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3.2 Registers

All the parameters described above are loaded into the appropnate registers by the command proces-
Sor In response to commanas received on the control link. The parameters must be suppiiea before the
device can operata.

The functionality controlled by these registers is described below. The compiste bit format of each regis-
ter and the addrasses of the registers are not included in this preliminary information.

Bit field Function

HeaderLength Sets the header length to 1 or 2 bytes

Randomize Sets a given link input to random heaaer generation moae
DeleteHeader Sets a given link output to delete heaader moae

Table 3.1 Bit fields in the link configuration registers per link

Bit fieid

Function
intervalo-34 Sets the intervals for each link
Selectlink0-34 Indicates the associated link from which the packet is to be ocutput
Discard0-34 Indicates which of the intervals is the portal

Table 3.2 Interval selector registers per link
Bit field Function
RandomSeed Start of 16 bit pseudo—random sequence
RandomBase Base level of random number
RandomRange Range of random number
Table 3.3 Bit fields in the random number generator registers per link

Bit field Function
Group Each bit can be set to ‘start of group’ or ‘continuation of group .

X3T9.2/92 -080R0 Appendix D
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4 Software

4.1 Configuration tools

A set of tools is available to support the configuration of IMS C104 systems. The tools will. among other

things, provide support for the configuration and initialization of networks consisting of IMS C104 routing
switches.

The tools will be able to set the attributes of each device in the network by sending initialization data down
the control link, and will set the processors into a state ready to receive an application down the data links.

A Network Description Language (NDL) is used to describe networks of devices and the iabeling o1 IMS
C104s, and will allow the specification of values for all the attributes of a device.

The Network Description Language will support the following:
 declaration of processors, IMS C104 routing chips and their interconnections.

* specification of attributes for IMS C104 routing chips: including interval settings, heaaer asle-
tion ana ranaomization characteristics.

* the construction of the control system. including chains of devices pius a predefinea metnad
of using the IMS C104 as a fan—out. It is possible to calculate the IMS C104 attributes (inciuaing
interval values) for such devices used in the control system.

* desiread message routing paths.

From the NDL file the initialization tools produce a file containing the network initialization data. This data
is sent down the control link to the network.

X3T9.2/92~080R0 Appendix D fBa IMS C104 packet routing switch
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Appendix E: DS—link macrocell, outline information

The INMOS DSHink macrocell is part of a family of communication products that support the INMOS
data/strobe senial link (DS-ink) protocol.

The INMOS DSHlink consists of four wires, two in each direction, one carying data and one camying a
strobe. Each link can operate up to 100 MBits/s, giving a bidirectional bandwidth of 20 MBytes/s. The DS—
link protocol supports high bandwidth serial communications, virtual channels and dynamic message rout-
ing.

INMOS supplies a range of products based on the DSHink, including the IMS C104 packet routing switch,
and the T9000 fransputer, a 32-bit microprocessor that integrates four DS—inks for senai communica-
tions. DSHink products are used to provide high bandwidth, low latency interconnect within computer sys-
tems, in applications as diverse as telecomms switching systems, local area networis, compulter file serv-
ers and supercomputers.

The .DS—ink macrocell converts between an INMOS DSHink and two unidirectional parallel bus inter-
faces. itwill be available in the SGS-THOMSON Semi—Custom Group macrocel library, enabling the user
to implement the macrocell standalone as a general purpose link adaptor, or to incorporate the DS—ink
in a system ASIC. This gives flexibility in design allowing the user to optimise the system communication
interface to suit the end application.

Input
ScanEnable — .
Scanin ——= interface | _ RxTokenCtriNotDataFla

o ScanOut<——| System = RxTokenValid !
PowerOnReset ——={ Services r—— RxTokenHold ‘
CaptureClk ——— ———————
ReleaseClk ——
ShiftinClk

UpdateClk ——=- ‘

; VN |
ij GSD —_— E|> RxToken(0-7 ,’
| |
' |

|
| i
l! — lnpl.lt I |

— FIFO :
Command(-3 ' ;

Mode0—-4 ——=  Control

Status0-5 L

R

: g TxToken0-7
: DSLinkinData —— Output &—
j DSLinkInStrobe —— Lifk efidine interface TxTokenCtriNotDataFlag
| DSLinkOutData ~— . m—— TxTokenValid
| DStinkOutstobe<—y | | +—— TxTokenHold
Figure 1.1 Macrocall block diagram
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Preliminary pin designations

The following tables outiine the function of each of the pins.

Pin in/Out Function
VCC, GND Power supply and retumn
PowerOnResat in Power—on reset
CaptureClk in System master clock
ReleaseClk in System slave clock
Table 1.1 Macrocsll system services
Pin In/Out Function
Command0-3 in _Command bus
Mode0—4 in Mode bus
Status0-5 out Status bus
Table 1.2 Macrocsll control
Pin In/Out Function
TxToken0-7 in 8 bit parallel input bus
TxTokenCtriNotDataFlag in Signals control tokens not data on bus TxToken0—7
TxTokenValid in Signals valid data on bus TxToken0—7
TxTokenHold out Goes low when the current valid data has been read by
the Macrocsli
Table 1.3 Macrocsll output interface
Pin In/Qut Function
RxToken0-7 out 8 bit parallel output bus
RxTokenCtriNotDataFlag out Signals control tokens not data on bus RxToken0—-7
RxTokenValid out Signals valid data on bus RxToken0-7
RxTokenHold in Goes low when the current valid data has bean read by
the host ASIC core
Table 1.4 Macrocall input interface
Pin In/Out Function
DSLinkinData in Link input data channel
DSLinkinStrobe in Link input strobe
DSLInkOutData out Link output data channel
DSLinkOutStrobe out Link output strabe
Table 1.5 Macrocall link
X3T9.2/92-080R0 Appendix E /’2 L/ DS—Link macrocell. outline Iniormaton
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Appendix F: Example systems with DS-Links

Using DS-Links and the routers discussed it is possible to build a large range of systems both in terms of
size ( numper of disks ana processors ), periormance, and fault tolerance.

Five examples are discussed below to iltustrate some of the advantages of DS-Link ang router tecnnoiogy.

1 Single processor, five disks in a loop

In this first example the disks have two DS-Link interfaces and a router which will route between the disk and
the two DS-Links. This is illustrated in figure 1. The DS-Link DMA interface and the tnree Dot router can be
easily integratea into one low cost gevice.

This combination of DS-Link intertaces and routing on the disks allows a low cost loop aisk array to be
constructed. This 1s snown in figure 2. Although the network is a loop the network is toierant 1o failures of
single links or aisks as the links are-bi-directional and the other girecton roung the 100D can be used. The
wo DS-Links coming from the processor can either be implemented using the same device tnat is used on
the disks or by proviging two complete Link DMA interfaces ( again this could be one low cost device )
Using 100 MBit/s links this system gives a banawidth between the processor and the aisks of either 20 or 40
MBytes/s aepenaing on the processor DS-Link mnierface used.

The virtual channels bewween the processor and the disks allow the processor 10 communicate with all of the
disks concurrently, with the network banawidth being snared between them aynamically.

DS-Links

Router

DS-Link

o

Link DMA interface

Memory Bus

Figure 1 Three link router and link interface
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Figure 2 Exampie 1: Singte processor, five disks in a loop
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2 Single processor, four disks

In this example with a processor with four DS links and four drives with DS link interfaces the disks can be
connected directly to the links from the computer without the use of a router. This system gives a banawidth
between the computer and the aisks of 80 MBytes/s. The computer can communicate win all of the disks
cancurrently at 10 MBytes/s in each direction.

It is interesting to compare this with a Parallel SCSI system design. Assuming the use of 16 bit fast SCSlon
the drives the total system bandwidth would be only 20 MBytes/s, half-duplex ana would redurre 64 wires. To
achieve the same bandwidth woutd require four SCSI controllers in the processor and would need 256 wires
10 connect to the drives.

In contrast the DS-Link System uses a single interface device at the computer end and requires four 8-wire,
cables to connect to the drives.

——

_ \ 5

/

.’ .

Figure 3 Example 2: Single processor, four disks
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3 Single processor, sixteen disks

This example illustrates a simple use of the router, to provide fanout to a larger number of disks than the
processor has links.

In this case the bandwidth to and from the processor is again 80 MBytes/s, 10 Mbytes/s in eacn airection on
each link. However this banaowidth can be snared between any numper of virtual channels going between
the processor and the disks over the four links from the processor. It is possible for tne processor to be
transternng data to and from the all the disks concurrently. The low overneaas imposed by tne virtual channel
communication and the concurrency possible mean that the performance in terms of /Os per second can
also be very high. The panawidth across the links from the disks to the router is 320 MBytesss. Third-party
copies { disk 10 aisk copies ) over virtiual cnannels set up between the aisks could be periormed without
significant impact on tnhe data rates 10 and from the processor. These disk to gisk viriual cnannels would
share the banawidth of the disk to router links with any other virtual channels to and from the processor.

Note that the router itself is very hign perfgrmance being capable of routing 200 Mpackets’s. Iess than 1 us
packet latency, ana a tnrougn-switch panawidth of 320 Mbytes/s.

Not shown in tne aiagram s the low speed DS link to the router to allow the configuration of the router to be
controlled. This link could come from processor in this example.

R
(IMS C104)

Figure 4 Example 3: Single processar, sixteen gisks
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4 Four processors, twenty four disks, fault tolerance

The cost of providing dual porting on disks using a DS-Link interface is low since the numper of device pins
used and the silicon area is low. Adding dual porting to the disks allows a fault tolerant nework of disks and
processors to be constructed.

In the example shown two routers are used to allow the network to be tolerant to failure of one of the routers,
Two links from each of the processors are taken to each router and one link from each drive. The network is

paths. These alternative paths can erther be set up statically at system initialisation or alternative paths can
be created by reconfiguring the routers. Note due to the point-to-point nature of links any hard failure of one
link cannot affect any other link ( unlike a bus structure which is prone to single point failure ).

Failures of drives ang processors can also be tolerated using RAID architectures and similar redundancy
technigues for the processors. Again the point to point nature of the links and the use of routers allows failed
units and interfaces to be isolated and facilitates live insertion and withdrawal of units,

The performance of the network ilustrates the scalability of the DS-Link and router technoiogy. Bandwidth
to and from the processors is 320 MBytes/s, to and from the disks 960 Mbytesss. and the through switch-
bandwidth 640 MBytess.

Again tne configuraton links to tne routers are not snown. The method of configuring e routers would
depena on tne oegree of fauit tolerance required and the strateqy empioyed 10 cope win fink, router, or
processor faiiures.

E T

PO | P1 P2 P3

Ro R1

| (IMS C104) (IMS C104)

Figure 5 Exampie 4: Four processors, twenty four disks, fault tolerance
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5 Large system, 1024 nodes ( processors, disks, or other services)

This example shows that it is possible to construct very large systems using the DS-Link and router tecnnology.
The network of routers and ncees is not drz .n tor opvious reasons and because the network employea will
aepend on tne application. C - possible nework that has been studied at INMOS for large nemworks Is the
nypercube or binary n-cube. & Jdies of this network nave snown tne performance scatability ana low latency
available. In this size of network the warm-nole routing and universal ( ranaom ) routing features of the
IMS C104 router were key to the performance of the network.

Some of the headline figures for a 10-cube nework ( 1024 nodes ) are a total nework banowidth of 1024

million, 32 byte packets per second ( 32768 MBytes/s ) with a mean latency of 46 us for a packet and a
maximum latency of 303 us.

X37T5.2/92-080R0 Example systems wrnh DS-Links
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Appendix G: Experience and benefits of using links

This appendix describes SGS-THOMSON Microelectronics' experience with high speed serial interconnec:.
as a result of its INMQS Division having developed the transputer tamily, with their inter-processor commu-
nications links. Experience of both INMOS and users is described, showing how links are usea to acnieve
penefits in terms of performarnce, fault-tolerance, breadth of application, and cost.

Over-sampled links (OS-Links)

INMOS has been developing inter-processor serial interfaces since 1979 and has shippea millions of OS-
Links with the T400 and T800 family of transputers. OS-Links have been used in almost all sectors of the

Each OS-Link provides a physical point-to-point connection for a software cnannel between wo processes,
€ach process running in a Separate processor. The links are full-duplex, run at 10 or 20Mbits/s, nave an
exceptionally low implementation cost and an excellent record for reliabiiity and fault-tolerance.

Data-Strobe links (DS-Links)

DS-Links have been evolved from the OS-Links and benefit from the experience gained with OS-Links. both
within the corporation and by our customers. Speed is increased to 100Mbits/s. with 200Mbits/s prannea
and substantial enhancement possible. The DS-Links provide a physical link for any numoer oj multilexed
software cnannels; these can either be in the same two processors. if the Iink is directly connected between
Ine two processors, or can be in any number of different processors. i the links are connected via (packet)
routng switches. Error detection is added to detect and locate the most likely errors.

The fact that DS-Links are targetted towards processor to processor communication may imply that they are
less approoriate for some of the Specialised applications such as disk drives, disk arrays. or communication
systems. On the other hand, as almost all equipments and PCBs within those equipments contain processors,

it is possible that the mode! of processor to processor communication is actually more appropriate than some
alternative interfaces.

The benefits of the processor to processor model of communication used by the DS-Links are in terms of
performance {particularly of the system rather than each device), fauit-tolerance, and cost. as well as the
remarkable breadth of use snown by the use of OS-Links.

System Performance:

Performance benefits are particularly felt in. terms of System performance, resulting especially from the use
of routing switches.

A small system with, say, four disks and one processor can have system bandwidth of
400Mbits/s (all units with two links connected in a full-dupiex ning) or 800Mbits/s (Processor
with four links, aisk drives with one link each).

A medium system with sixteen processors and 32 disks, with all units dual-ported and
connected by a pair of 32-way routing switches (C104s) provides a System banawidth of
480MBytesss to and from the processors.

A large system with 256 or 1024 nodes, each node being a processor, disk, or communi-
cations port. and each node having four DS-Links: such a System would achieve a high
utilization of each link at each node, even if every link was trying to operate at the same time.
(Systems have been already built with 1000 or more transputers, connected by OS-Links:
tne vinual cnannels and routng switches of DS-Links make such huge systems easier to
build and much higher performance)

X3T9.2/92-080R0 Appendix G Experience ang peneiits of using links
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Factors wnich contribute to this scalable performance, from very small systems 10 huge
sysiems, are:

Having many communications taking place at the same time. not having
10 snare access to a single bus or token ring;

Having (packet) routing switches, so that routing can be periormed by
hardware rather than by software;

Using Worm-hole routing, which forwards a packet as soon as the neaaer
has been received, rather tnan store-and-forward routing whlqn implies
much longer delays in eacn routing switch than worm-hole routing;

Avolding not-spots with grouped adaptive routing, so that it one patn
inrougn a router I1s blockea, an alternative path may be usea:

Furtner avoiding hot-spots with universal routing, which avoids hot-spots
even wnen all the traffic wants to take a single route.

Having sufficiently low overheaas on packets and messages that hign
inrougnput Is achieved even wit” ery short messages such as mignt
De used for control; througnput is 3t dependent on all messages being
many kBytes.

Fault-Tolerance

Fault-tolerance with DS-Links comes from the prevention of many possible fault mechanisms. from an end-
‘0-ena cneck approoriate for the application. from 1solating faults to local areas for logging and maintenance,
and from means of curing systems where faults may have occurred.

Error Prevention:

The Gray-coding of the DS signals has been reported by Bellcore to give substantially faster
througnput and reauced design complexity, as well as greater reliability, tnan conventional
clocked systems. (Anthony J McAuley 'Four State Asynchronous Architectures', IEEE Trans
on Computers, V41 NO 2, Feb 92.).

This imorovea reliability derives, in part, from the fact that a whale bit-time is available for
skew toierance between the regenerated clock and the data signal.

The signais are designed. like logic signals, to operate correctly, without errors. in a ciean
environment wnere tne electrical specifications are met.

If a par: zular link is more Susceptible to noise for any reason, the routing switches can pe
arrangec to construct a firewall around that link, so that whatever routing neaaer I1s receiveq.
the packet is sent to a node which inciudes haraware or software to cneck for the more
likely errors from the suspect link.

The routing algorithm used can guarantee the avoidance of network deadlock, without re-
lying on the amount of buffering, the size of network, or the application program.

Many users nave reported that OS-Links are very conservatively specified: INMOS expe-
rience with a network of OS-Links, buffered by RS422 buffers and covenng close to 100
metres. is that software errors are far more likely to cause errors. although the 100 metre
connecuon far exceeds the OS-Links specifications or recommended use.

Associated with both OS and DS links is the process model of communication which was
derived from the structured programming methodologies designed 10 prevent a large pro-
portion of common software errors. The particular process model is that of CSP {Commu-
nicating Seauenual Processes) which was used as the basis for communicaton n the Aga
language.

A Tecnnical Note from SGS-THOMSON, (Roger Shepherd, 'Security Aspects of occam
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Programming, INMOS Lirmited) describes some of these 1Ssues, wnich are becoming more
Important as corporations become more dependent on thetr software.

The process model bears much resemblance to that used in the Total Oua[ity approach,
wnich 1s also aimed at eliminating errors. (Don Jackson Company, Quality Service: a
seminar prepared for SGS-THOMSON Microelectronics', p27.).

Error Detection:

Error Detection is often thought to imply a CRC, particularly on serial links. If detection is important. however.,
there must be no nazards wnere an error can occur between one check being checked ana another being
generated. (Such errors have been known to occur in communications pridges.)

There are some ypes of data where errors are unimportant, as long as they do not occur toa frequently; far
such data there snould not be a CRC. because it would be an unnecessary expenaiture. DS-Links therefore
1ake the same approach to data CRC as is taken by ATM, and defer it 1o a nigher level of protocol — whnich
may choose to implement a CRC in either hardware or software.
It1s clear that if a CRC is regarded as important for a particular applicauon, the cneck
snould pe fully ena-to-end, it should cover the data for a wnole message rather tnan an
Individual packet. it should cover the destination device ID. the aestination cnannel ID,
(Possibly source IDs also) and the message length.

A check sucn as described is rigorous in that it detects missing packets or additional packets
resulting from any routing errors, and is efficient because the cevice IDs and channel IDs
CO not need to be carried in the message payioad.

If memory at either node of the communication is parity checked, the end-to-end check
Should overiap this parity check — there should not be an error nazard where the parity 1s
stripped and the CRC generated or vice-versa.

Whether the check is a conventional CRC. alongitudinal parity check. a Reed-Solomon coge
or a Fire code, is dependant on the application and the cost and performance overhead that
can be tolerated. SGS-THOMSON is willing to work with experts in particular appiication
dreas 1o define these checks.

Fault Isolation

The purpose of low-level checks is to reduce the probability that an error will need to be detected by the higher

level end-to-ena check. ang to locaiise where the error occurred for maintenance purposes. The DS-Links
Include a numoer of such low-level checks.

Parity is included on the tokens transmitted on the links, to detect ail single-bit errors.
All invalid tokens are detected.

There are range checks on the Routing Headers and on the Virtual Channel Heagers.
There are length checks (under and over) on packets and messages.

The most likely haraware error of all, the cable being unplugged and the link therefore
aisconnected, is detected.

Cure of faulty systems
OS-Links are used in existing fault-tolerant systems in spite of the absence of any error checking on the QS-
Links. The reason for this is that each transputer has at least wo links and most have four iinks: Newaorks
€an be constructed so that if one link fails, another can take its place. DS-Links build on thig Drinciple.
Dual-port nodes can have each link taken to a different Routing Switch: if one of the links
faus. or one of the routing switches, the other link or routing switch is used instead. This is
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analogous 1o disk mirrorring.

Charles Stark Draper Lab describe now the multiple links can pe used to provide Triole
Modular Redundancy (TMR) or higher levels of redundancy (nMR). (Neil Brock. ‘Transouters
and Fault-Tolerance', Transputing ‘91 proceedings, P Weich et al. Eds.. I0S Press. 1991,
pp462-475.)

Roke Manor Research describe how muitiple links can be used to provide a system with
‘N+1' regundancy, as in RAIDs and in some power supplies, and further to provide gracetul
degradation of performance in the event of multiple faults. (Richard Beton, James King-
don, Colin Upstill, 'High Availability Transputing Systems’, Transputing '91 proceedings, as
above, pp 497-507.)

When a node or a switch is Suspect, or needs to be replaced, it 1s possible for a system
built with DS-Links to ostracise the suspect board so that it can not corrupt the rest oi
the system: to repair the fault, the board or equipment can be unplugged (‘hot swanpea’)
without any risk of causing glitches that affect the rest of the system. (Paul Walker. 'The
Bus-less Compuung Environment—=BUSCON/West '92 proceedings, CMC, pp 549-558.)

Breadth of use of links

As in the previous section, there is considerable experience of using OS-Links to implement a wige range of
fugher level system protocois. The mapping of these protocols onto DS-Links can in many cases oe igentical
‘0 the mapping onto OS-Links, but in some circumstances it may be possible to simplify the protocol when
using the multiblexed virtual channels of DS-Links, with their inherent addressing capability.

There is growing evigence that a wide range of mappings may be needed on interfaces within systems:
examples are file-servers with multiple nework interfaces (such as the Auspex NetServer) and the neeg 10
migrate intelligence closer to the disk system (John Wilkes (HP Labs), 'The Datamesn Research Project’
Transputing '91, as above, pp547-553.)

STS506 has been implemented on the IMS M212 chip.

SCSI has been implemented by a number of companies, to provide dual-port or four-port
access 10 a SCSI string, via two or four OS-Links.

Unix sockets have been implemented, also by a number of companies.
TCP-IP has been implemented.

Details of all the above are contained in product manuals of INMOS products available from
SGS-THOMSON, as well as In documentation from other companies.

Database enauiries have been implemented on several systems. One is oescribed by
Sheffield University in (Richard J Dates. Jon M Kerridge, 'Adding Fault-Tolerance 10 a
transputer-nased Parallel Database Machine’, Transputing '91, as above, pp449-461).

The similarity of DS-Link packets and ATM cells has prompted a paper {Catherine Barnapy
and Neil Richards, ‘A Generic Architecture for Private ATM Systems’, t0 be presentea at
ISS. Tokyo. Octoper 1992).

Cost

The implementation cost of links has to be low to allow four links to occupy a small fraction of the area of
a lransputer cnio. This benefit is retained when the iinks are used independently of transputers. Further
benefits accrue 0 the system costs.

The absence of coding, the absence of analog components for clock-recovery, the ansence
of engineering for long distances uniess they are required, the very simple heagers and
cnecks. all contribute to the low implementation cost.

A less opbvious contribution is from the bit-level signalling, which allows 100Mbits/s perior-
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mance with technology capable of a 50MHz clock. To acnieve simiar data rate with an
empbedded cilock and Clock-recovery would need a 100MHz clock to be precisely pnase
aligned with the incoming signal: in many respects the easiest way 1o do this pnase align-
ment would be to use a 200MHz clock — compared with the 50MHz ciock actually used.

Several of the system cost benefits result from the topologies made possible by routing
switches. A bus or token ring, requinng a system bandwidth of 1Gbit/'s would need that
performance — and cost — at every node. Each node would need to be dual-port in orger
10 support the bandwidth. A system with twenty nodes would offer each noge an average
bandwidth of 100Mbits/s, half-duplex, A carresponding system of twenty single-port noges
ana a routing switch and each DS-Link 100Mbits/s full-duplex would offer a total system
bandwidth of 2Gbits/s. Making the nodes dual-port and adding another router dounies the
performance again and offers dual-redundancy of the links and routers.

The RAID paper and a note on power supplies by AT&T detail the cost (and performance)
Denefits of ‘n+1' redundancy over dual redundancy or mirrorring. (David A Patterson. Garth
Gibson, Randy Katz, ‘A case for redundant arrays of inexpensive disks (RAIDY', proceeaings
of SIGMOD (Chicago IL) 1-3 June 1988.) and (Kerry C Glover, ‘A Standardizes Module
Approach to Power Conversion’, ‘Internal memorandum, AT&T Proprietary, 6/7/91.) As the
paper from Roke Manor Research (referred to above) describes, these n+1 redundant
systems are simply implemented with links.

It is possible that, as with the power supplies, substantial cost benefits may De avallable
from a modular approach to the construction of link-based systems. Users of OS-Links have
substantial experience of modular systems from the use of TRAMSs (transputer modules).
Tnis experience has been used in the definition of HTRAMs for DS-Links (Paul Walker,
‘Hard-Metric Mezzanine Board Standard' BUSCON/West '92 proceedings, CMC).

A final cost benefit comes from the process model used by links, which allows the same
program to be mapped onto a variety of hardware configurations, sometimes a single pro-
cessor, sometimes several processors. In terms of disk drives and systems, this would
allow say a 1.3" drive with a single link and as much control program and electronics re-
moved from the drive as possible; a 1.8" drive or 2.5" dnve mignt be interfaced by two
links, giving higher performance and dual redundancy of the interface. more of the control
program would reside on the drive, but perhaps part of the cache and the filing system
would remain in an external controller: a 3.5" drive might then have four links. giving yet
more performance and more redundancy, and have all the control program ana pernaps
part of the filing system on the drive. Each of these drives (and their controllers) could be
running the same sottware program, and all would have the same hargware Interface. but
there is a wide variety of cost and performance between them.
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Appendix H: DS-link connectors

INMOS has been working with a number of users of transputers and links on proposing standards for
100MBaud DS-link connections between equipments. It was evident very early in this work that the standard
was neavily aependent on the connector used: it needed a connector that wouid be low-cost. small, modular,
robust, and ergonomic.

A reguirement specification was produced for a connector, to which four manutacturers responded and are
developing the connector.

to ensure inter-mateability between the manufacturers. Where there is no conflict, the connectors will follow
the existing IEC proposal IEC SC48B (Sec).

Modular, on 6mm pitch:

10 pins on 2mm pitch;

Shielded, Latched, Polarizea:
Robust, Ergonomic:

Leading GND pin, \

{Just) fits dimensional

constraints of IBM PC,
S/2. VME....

and HTRAMSs.

Connectors being developad by AMP, Fuijitsu, Harting and McMurdo.
with informal eooperation and original requirement spec. from INMOS.

The following three pages show manutacturers’ drawings of different aspects of the connectors.

Enquiries about the connector — whether for DS-Links, for OS-Links, or for any other aoplication — shouid
be adoressed to the connector companies, whose contacts concerning this connector are:

Company Country Contact Phone Fax
AMP All (UK)  Terry Kingham +44 81 954 2356  +44 81 954 §234
Fujitsu Europe Komei Yamaguchi +49 6103 6900  +49 6103 690122

Japan Hajime Hasegawa (0262) 45 3333 {0262) 48 2840

UK Linda Brewer 0628 76100 0628 781484
Usa Bob Thornton (408) 922 9000 (408) 428 0640
Harting France Michel Maillet +33149383400 43314863 23 06
Germany Ralf Bokamper +49 5772 47285 +49 5772 47403
laly M Pinio 225 05 248 226 50 543
UK David Franklin 0604 766686 0604 706777
USA David Robak (708) 518 7700 (708) 519 9771

McMurdo  All (UK)  Geoff Willingham +44 705 735361 +44 705 755020

In case of difficulty, or to send INMOS a copy of your request, contact Paul Walker at INMOS Bristol, fax +44
494 617910, emayl paul@inmos.co.uk
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DS-Link connectors
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