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1 Forward

With any technical document there may asise quastions of intarpretation as new products are Implemented.
The X3 Committes has established procedures 1o issus technical opiniona concarning the standards
developed by the X3 organtzation. These procedures may result in SCSI Technicat Information Bulleting
being published by X3.

Thesa Bulisting, while reflecting the opinion of the Technical Committee which developed the standard, ara
intended solaly as supplementary Information to other users of tho standard. This standard, ANS
X3.xxx-189%, os approved through the publication and voting procedures of the American National
Standards Instiute, i not altered by thesa bulletins, Any subssquent revision to this standard may or may
not reflect the contents of these Technical Information Bulletins.

Current X3 practics is 1o make Technical Information Bullatins available through:

Global Engingering Documents |
2805 McGaw

Irvine, CA 82714

(800) 854-7178

(714) 261-1455
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2 Scope

The decuments under X3T9.2 jurisdiction are:

1. SCSH3 Bleck Davice Command Set
2. SCSI3 Stream Device Command Set
3. SCS5F3 Othar Device Command Set
4. SCS513 Architecture Model

5. SCSk3 Common Access Method

6. SCSI3 Interlocked Protocol

7. SCSI3 Parallal Imerface

The original Small Computer System Inerface Stardard, X3.131-1986, is referred to herein as SCSH1.
SCSH1 was revised resulting in the Smaill Computer System Interface - 2 (X3.131-189x), referrad to harain
as SC51-2. This standard, the SCSI-3 Interlocked Protocol, and the SCSI-3 Command Set are referrad
to herein as SCSI-3. The term SCSI is used wherever it Is not necessary 1o distingulsh between the
verslons of 5CSI.
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3 Referenced Standards and Organizations
4 Glossary and Conventions

4.1 Glossary

This saction contains a gloasary ol special terms used in 1his standard.

4,1.1 ACA: Auto contingant alleglance

4.1.2 ACA breakihrough command: A tagged command that has been issuad with the tag field set to
ACA BREAKTHROUGH. Such commands are legal if and only if an ACA condilion is present on the target
LUNTRN.

4.1.3 AEN: Asynchronous event nbtilication,

4.1.4 Auto contingent alleglanca: The staio af a target LUN following the return of a CHECK CONDITION
status, after which further VO processing ia suspended axcept for ACA breakthrough commands.

4.1.5 byte: In this standard, this term indicates an B-bit construct.
4.1.6 CAM: Common Access Method

4.1.7 Command descriptor block: The structure used to communicale commands from an initiator to a
target.

4.1.8 Common access method: A hest architecture for interfacing to SGSI devices, as described in the
document entitled "5CSI-2 Common Access Method, Transpon and SCS| Interface Module™.'

4.1.9 Current 'O Process: An L'O process that is sending or receiving information over the physical
Imerconnect.

4.1.10 Device Model: The object, within a target LLIN, that performs the set of device operations delinod
by one of the SCSI device specitications (SBC, SBS or SCCS).

4.1.11 Domain: The set of SCS5I devices and physical interconnects tha, callectively, comprise a single,
fully-connected network. In such a network, all davices have the same view of the davice contiguration and
sach device may communicate with any other device in the domain. A device may belong 1o multiple
domains. =

4.1.12 function: An Intsrface betwean objects residing on the same SCSI davice.

4.1.13 Initistor: An SCSI devica (usually a host system) that requasts an VO process to ba performed by
another SCS| davice (a targel).
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4.1.14 initlator VO Process: An VO process, reskding In the Initlator, which interacts with a cooperating
target VO process to perform an SCS! command. An [nltlator YO process is created when an application
command Is received and ls normally erminated following the receipt of COMMAND COMPLETE status
message from the target or the transmission ol a RELEASE RECOVERY VO control command. An inltiator
YO Process also ends whenever an ABORT, ABORT TAQG, BUS DEVICE RESET, or CLEAR QUEUE VO
control command fs sent. i

4.1.15 Interconnect: A physical pathway for the transfer of commands and data betwesn SC5| devicen
In a domain.

4.1.16 VO Process Control Object: An object residing in the initlator or warget that exscutes incoming
process contrel commands oF services ouigoing commands by intaracting with a cooperating VO process
control object on another SCSI device.

4.1.17 /O process: An object residing in the inltiator or target LUN/TRN that executes an SCS1 command
or saries of linked commands. Each SCS!| command or serles of linked commands causes the creation of
a pair of cooperating V'O processes, within the Inltiator and target, which Interact to sxecute the operation.
4.1.18 VO Process Queue: A targel-resident list of uncompletad VO processes.

4.1.19 Linked 8CS! Command: A SCS! O command conslsting of two or more command descripters,
oach of which has the LINK llag set in the CDB control field, as specified In the SC51 Command Standard,

4.1.20 Linked Command Element: A single CDB Issued with the LINK fiag assarted as pan of a linked
5CS| command,

4.1.21 logical interconnect: One or more physical intarconnects that, together, constitute the data path
for a domain. When a logical interconnect is made up of multiple physical interconnects, some combination
of soltware and hardware is used to make the data path appear menolithic to higher layers.

4.1.22 logical unit: A physical or vinual peripheral device addressable through a target.

4.1.23 jogical unit numbar: An encoded xxx-blt identlfier for the logical unh.

4.1.24 LUN: Logical unit numbar,

4,1.25 mandatory: The referenced item is required to clalm compliance with this standard

4,1.26 mullipath Interconnect: An intsrconnect comprised of several independent physical paths batweaen
the SCS| devices in a domain. These paths may be usad to Increase bandwidth, through “striping”, and

to Improve availabllity through redund: In an SCS1 enviconment, multipath interconnect managament
may performed by tha transport servics in @ manner that Is transparent to the davica.

4.1.27 nexus: A relationship betwsen cooperating initiator and target O processas that begins when the
command descriptor biock is sent and ends with termination of one or both processes.

4.1.28 object: An architeciural abstraction that encapsulates data types, functions, of othar objects.

4.1.28 optional: The referenced em Is not required to claim compilance with this standard.
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4.1.30 orphan: A transaction request or respanse addressad to or generated by a transactor that no longer
exists,

4.1.31 packetized SCSI: An SCS| variant that uses a packetized interconnect as the lransport mechanism
for commands and data,

4.1.32 pont: A single attachment to a physical interconnect from an SCSI device. SCS| devices may have
multiple ports, sach attached 1o the same or a dilferant physical interconnect,

4.1.33 port address; The physical address of a port attached to an intarconnact.

4.1,34 protocol: The rules goveming the content and exchange ol information passed between cooperating
objects residing on dilferent SCS1 devices in a domain,

4.1.35 reserved: The tarm used for bits, fiekis, signals, and code values thal are set aside for future
standardization. 1

4.1.36 SCS¥: Eithar SCSH2 or SCSI-3.

4.1.37 5C81-2: The Small Computer System Interface - 2 {X3.131-199X).

4.1.38 SCS! Device: A physical device in an SCSI domain.

4.1.39 SCSi device address: An address by which an SCS| device is referenced within a domain. The
device address need not cormespond to the pant address, Each SCSI device within a domain may have one
and only one SCS| device address.

4.1.40 SCS! Interiocked protecel: A protocol, defined by tha SIP standard, thal usas low-level bus signals
1o control and synchronize the stales of the Initiator and targel. In the SIP protacol, such signals am used
1o initlate and transfer data associated with SCSI control, command and device VO operations.

4.1.41 5CS8I packetized protocol: Any 5CSI device protocol that is designed 1o be implementad using a
packatized interconnect technology. In a packetized protocol, message transactions replace the use of low-
level bus signals as a way of initiating and passing data associated with control, command and device VO
operations. Except to control the transfer of data, bus signals play no part in an VO rransaction

that uses a pacietized protocol,

4.1.42 System Appiication: An entity, such as a CAM implementation, that is the source of SCSI VO
commands and 1O contral commands.

4.1.43 target: An SCSI device that performs an O operation requested by an initiator.
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4.1.44 target 'O Process: An LO process, residing in the target device, that interacts with a cooperating
Initiator O process to perform an SC8I pommand. A target O process is created when a device
command is recelved from the Inltiator énd normally terminates by sending a COMMAND COMPLETE
stalus message or when a RELEASE RECOVERY 1O control command is recelved. A target VO Process
also ends in the event of a transport-initisted reset, or whenever an ABORT, ABORT TAG, BUS DEVICE
RESET, or CLEAR QUEUE VO Control command fs sxecuted.

4.1.45 third-party command: An SCS1 command, such as COPY, which requires tha target davice lo
assume the inltlator role and transmit one or more commands to another device on behall of the original
inhtiator.

4.1.45 transport sarvice: A combination of hard and soff that is responsible for the roliable
delivery of request-respense trar jons b cooperaling objects. When transmitling, this service
maps the destination object address into the address of the associated physical port, decomposes data
blocks Into packets as required by the physical Inlerconnect and transmits each packe! to the dastination
porl. When recelving, the pon sarvice Is resg for the mbiy of padkets into a replica of
the transmitted data and gelivery to the addressee. ’

When the device Is altached 1o a multipath Interconnect, the transpor saivice manages the flow ol
iratfic aver the,intercennect in a way that is transparent to the SGSI devics. )

4.1.47 transport-initiated reset: Hard reset Inltiated by the transport control sersvices layer. This function
is provided as a way to extemnally ressl a device to it's power-on state when an error is detected that
prevents the device from responding to O control commands.

4.1.48.word: In this standard, this term Indicates a 1-byte, 2-byte, or 4-byte construct.

4.1.49 xxx Digts 0-9, except those used as sacllon numbers, in the taxt of this standard that are not

Immediately followed by lower-case "b" or "h" are decimal values. Large Numbers are not separated by 7

commas or spaces (8.g., 12345; not 12,345 or 12 345),
4.1.50 xxb: Digits 0 and 1 Immediately followed by lower-case “b" are binary values.

4.1.51 h: Diglts 0-8 and the upper-case lettars "A™-'F immediately followed by lower-case “h* are
hexadecimal values.

4.2 Object Notation
Tha following notational conventions are used to describe compashs objects:
+ “together with" as in A = B + C. Object A contains beth B and C.

[1] “salect one of” as in A = [B|C]. Object A cantains elther B or C, but not both. This is aquivalent
10 an "exclusive or" operation.

1] “optional® aa In A = (B) + (C + D). Object A contains elthar B or C + D. This is equivalent to

an "inclusive or" operation.
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1} “lterations of* A set of objects enclosed within curly brackets may ocour any number of
times in a given instance. The brackets may be Indexed: For example,
M(IN indicates any number of instances from M to N, Thus;

{...}3 implies 0, 1, 2 or 3 instances
3{...} implios 3 of more instances
3{...]3 Implies exactly 3 iterations

“ox  Iteral Symbels enclosed within quoles literally canstitute the ubjai::.
range Danctes a sequential set of Itorals. Thus:

. ['1"}....['100"] implies cne out of a set of [taral integers betwsen 1
and 100,

][‘A";...['Z‘] implies one out of a set ol literal ajphabetic
characters belwean "A" and “Z".

4.3 Editorial Conventions

Certain words and terms used in this standard have a specific meaning beyond the narmal English
meaning. These words and terms are defined elther in the glossary of in the text where thay first appoar.
Names of signals and phases are in all uppercasa. Lower case is used for words having the normal
English meaning.

5§ SCSI Architectural Model

5.1 Introduction
The purpese of the SCSI Architectural Modal is 10:

a. Specily required devics bahavior that is visible to a system application and common to all SCSI
devicas. A system application la an sntity, such as a CAM implementaticn, that submits VO
requests to tha SCS| subsystam,

b. Define SCSI O subsystem behavior in a manner that Is independent of a specific physical bus
Implementation and compatible with both padkelized and interlocked bus protecols.

This speciiication assumes that, excopt for ditferences in technology and perdoimance, all SCS|
Ineroonnects, when suppiementad by sultable hardware and firmware, are capable af praviding functionally
equivalent lavels of service. The behavior defined in this document assumes that all device operations are
controlied through Information exchanges using the data transfer facilities of the bus. The required lavel
of functionailty is consistent with that provided by any bus capabie of transferring data in packets,

The SCSi architecture is described in 1arms of objects, functions and pratocals. The SCS| objects dafined

Inthis standard are abstractions thal encapsulale a st of ralated operations, data types and other objscis,
Functions and protocols dafine interfaces batween objocts. A function is an Imerface between objects that
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reside in the same SCSI device; a protocol Is an interface between objects on diffsram SCS1 devices. The
template for function and protocol interfaces is the request-responss transaction described in section 5.2

5.2 Request-Response Transactions

Protocol and fundticn interfaces may bs specilied in a simple and general way by delining them as request-
response transactions between cooperating objects. As shown in Figure 1a, such lransactions consist of
ir lons between a requesting and a responding cbject, possibly through Intervening objects, which
may, themselves, interact via request-response transactions. In effect, such intermediaries are invisible and
the net result is as if the requastor and responder were directly Interfaced as shown in Figure 1B. The
requestor bagins the transaction then walts for a response or a notification that the transaction did not
complete. jo: a nolification that no response was received. :

e termedims
|_Baquest 5| L Janeadione, | L .
| P \|
Fisquestor .~
:m booat -qh“ | i
mmmaes !
| Fasponas | ]I‘_----...i :‘m_"
A_ b o | S
Recuset .
1
Raqusator] lﬂn,xntt
¢ Responss ,"
B. REMCNE

Figure 1: Request-Response Transaction Modal

1t Is assumed that the following rules apply to request-response transactions:

a. Termination - All requsst-responsas transactions terminate elther with a response or a notification
of fallure to complsta,

b. Singutarity - Delivery of a response to the requestor guarantees that the transadtion was serviced
oncs and only once by the responder.
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¢. Absance of afier-etfects - Once a response or fallure notification has been delivered, no funiher
responsas associatsd with the completed ion will be p d to the requestor.

d. The requestor can make no assumption about the operation associaled with a falled (incomplete)
transaction. The operation may never have been started, or may be partially or totally complete.

e. Each requestor will have no more than one request-rasponse transaction pending at any time. A
requestor will walt for a response of failure nolification before issuing another request.

f. Responsas are sent “in the blind®. ie: with no confirmation of dalivery. It is the requestor's
responsibility, or the responsibility of some agent acting on behalf ol the requestor to detect a
response fallure. Of course, an implamentation may choose 10 provide such delivery guarantees.

g. H saveral requestors Independently inftlate concument transactions with a single respander, there
ar no guaramees aboul the order in which such transactions will be presented to the respondar
or the ordar in which respbnses will be received by requestors. All requestors must explicitly
coordinale such requests when a deterministic sequance of transactions is required.

5.2.1 Orphan Detection

An arphan s data assoclated with a responsa or request addressed to or goneraied by an objoct that no
longer exists. This situation may arise in a non-interiocked, packslized implementation when a targel VO
process is aborted, If thare are no implick transaction ordaring guarantees, it is possible for the targel 1o
savics the abart command while a respanse or raquest for the terminated VO process is in transit. Honce
such lransaction componants can arrive after the addressee has been deleted.

Similarty, it Is possile for the initiator to roceive data associaled with a respanse or requasl that was senl
by a targe1 VO process prior 1o it's daletion.

it ls the respansibliity of the implementation to either aveid or detect and discard all arphans.

5.3 SCSI /O Subsystem Elements

The SCSI architectura is defined In tarms of an object hierarchy. The lundamental object is the SCS/
Domain - a set of SCS| devices and a logical interconnect, as described in section 54, which, togsther,
make up the assential elements of a functioning 'O subsystem. Each SCSl device may, itself, consist of
an inhiator and one or more target LUNs or target routines. Each of thesa, in turn, may be composed of
ather objects, such as VO Proceases, VO Process quaues and so forth. The following diagram shaws a
partial hlerarchy, giving the relationship betwaen the SCS| Domain, the intarconnact and SCS| devices.
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SCEI Domain
Logical SCS| Device
intsrconnect
[Target LUNTRNL .
|
Targot VO .
Process
toplevel

Figura 2: Top Lavel Object Hisrarchy

The following sections describe SCS1 objects in detail, using the notation for composite chjscts specified
in section 4.2

5.4 SCS| Domaln

An SCSI domain is a set of SCSI devices and a kgical Interconnect that, together, compriso the fully
connectad network shown in Figure 3. A 5C5I Domain Is a gensralization of the SCSk2 subsystem
topology, extended 1o allow the use of any suitable intarconnect technology and to accommodate any
number of devices.

The logical int o Is some combination of physical transpont implementations, designed and
conligured to meet specilic psrformance, availabiiity, connectivity and cost requirements. As descrbed in
7. a combination of device-resident hardware and firmware makas tha interconnect subsystem appear as
a single integrated transport mechaniam.
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Intsrconnect > 2
f [ 3 [y
y
8c8l BCSI 8CS|
0 H N-1 N
l Dzt

Figure 3: SCSI Domain

Object Definltlon 1 SCSI Domain

SCS!_Damain = 21SCSi_Devicel256 + Logical_Interconnect

In this topology. evary device in the domain may communicate wih all othar devices and sach soes the
same conliguration. These properties aliow a third-party /O operation 1o ba raquested boiween any two
SCS| davicas in the damaln.

5.4.1 Logical interconnect

A logical interconnect provides the data pathway between SCS| devices and is mads up of one or more
physical interconnects that are used for the transter ol commands and data between devices in an SCSI
domain. A simple example of a logical intorconnect is a single-ended, interlockad SCSI| bus. A more
complex Implementation may consis! of a multi-path system with saveral redundant physical intercannacts
that are usad to enhance data throughpul or system availability,

One example of a muhipath Implementation might be a collection of duakported SCSI devices, with
separale physical interconnects connected to each port for Increased availability. In this configuration, tho
inhlator could dynamically select a bus for arbitration based on whather or not the assoclated physical
interconnect was in use. As described in ?, & bus reset or other failure on one bus would not eflect data
transfera occurring on the other.

A logical interconnect may also be comprised of mixed interconnect technokigies, such as shart and long-

haul physical intsrconnects, that are interlaced via bridges or other devices such that a seamieas visw of
the data path is pressnted to all davices in the domain.
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In the SCSI architecture modal, funclions related to managing and transferring data over the logical
interconnect are delegated 1o the Transpont Services object as described in Seciion 5.5.1. The modal
assumes thal objects which transfer data over the logical interconnect do so using the sarvices of this
object and therefore need have no knowledge of the physical Interconnect configuration.
The tormal definition of a logical intsrconnect Is given in Object Definltion 2
QObject Definition 2: Logical Interconnect

Logical_interconnoct = 1 { Physical _interconnect )

5.5 SCS| Device

An SCS| device is a physical element containing the loliowing objects:
a. A Transport Services object,
b. An inhiator and zero or more target LUN/TAN objects or,
c. An optional initiator and one or more targel LUN/THAN objects.

The device model is shown graphically In Figure 4 and described formally in Object Definition 3

To physical interconnact(s)

Figure 4: SCS| Devics Model
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Object Definition 3: SCSI Device *

SCS( device = Transport_Services + [Initiator + 0{Target_LUN TRNE256
| Unkiaton) + 1{Targer_LUNITANZS56 ) + Device_identifier

Davico_ldentifier = Bytas{" 0" |...|* 255 ]

The Device Identifier shall ba unique within an SCSI| Domaln,

|££SlDw|:n|

| |
EE ] [ =]

deviver

Figure 5: Device Object Hiararchy

5.5.1 SCS1 Transport Sarvices

The Transport Services object shawn in Figure 4 is a facility for communication between objects residing
an ditferem SCSI devices; it providas the following services:

a Conveys roquest-response ransactions between cooparating objacts with a very high degree of
reliabliity, notifying the requestor whenover a transaction fails 1o completa. Such failures are
considered to be unrecoverable.

b. Optionally, implements a transport-initiated reset mechanism as described in soclion 5.5.1.1

The Transport Sarvices object contains one or more SCSI Ports, sach of which attaches to a physical
Intarconnect. The port represents the paint at which data from a physical interconnect enters or leaves tho
devics and it's function is the port-to-port transier of data over the physical bus,

As shown In Figure 6, the input from the local transactor I8 a request or a respanse 1o be lorwarded to a
transactor in ancther SCS| device. The kocal Transpart Servicas chject dacomposes this inlo a saries of
port-to-port protocol transactions, which are reassembled by the remote Transpont Services abject and
presantad to the remote transactor.
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Flgure 6: Transpart Sesvices Transaction Modal
On output, the local Transport Services object must:
a.  In a muki-port implementation, select the SCS| port to be used.
b. Decompose outgoing data into segments es reguired by the physical interconnect protocol.
€. Map the destination object address to & remote port address.

d. Transmit the segmented data, Interacting with the port and the recaiver as necessary to recover
from transmission errors.

e. When sarvicing a locally Inttiated request, repant a transaction completion fallure to the requestor.
The receiving Transpor Services Object is required to:

a. Accept Incoming data from the port.

b. Interact with the sender as needed o recaver from transmission erors.

c. Reassembie incoming segments into a replica of the transmitted data and deliver that data to the
addrasses. ’

6.5.1.1 Transport-initisted Resets
A transpon-inltiated resst is a signal to the SCS| device, conveyed via the loglcal Interconnect, which
Instructs the recsiving davice to execute a BUS DEVICE RESET operation. Support for this function is an
Interconnect implementation option.

The purposas of this function is to trigger a device raset without having to rely on the normal mechanisma
for delivering and executing YO commands. When recovering from an error i Is used as a last resort if
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there Is reason ta believe that the request detivary machanism may be broken. is: when there is no way
to deliver a BUS DEVICE RESET gommand.

The behavicr of a transport-initiated reset is interconnoct-specilic. An example is tha HARD RESET,
Impismantad as part of the SCSI Intariocked Protocol, which has the efiect of broadcasting a BUS DEVICE
RESET to all connectad devices.

5.52 Initistor

An initlator object originates VO service requests by sending commands to SCSI target dovices. To the
systsm appbcallon, the only visble initiator features are the command-response intariace, the Intertace far
passing command data and an optional sense data imerface. The target-visible features ara all
implamentation protocal-dependant and are described in the appropriale SCSI protocol standard.

The set of objects described here are specilled to complete the behavioral model and need not be presant
in an implementation. The only requjrements ars thai:

& The behavior, as sean by tha Systsm Application, complies with the bahavior described in this
standard and

b. The behavior, as sean by the target davice, complies with the requiremenis of the appropriale
protocol standard.

An inltlator may be compesed of the fallowing objects which are paired with corrasponding objects in a
target devico:

@ Initiator 'O process object - Interacts with a cooperating target 'O process 1o execule a command
or series of linked commands. An initiator VO process consists of the procedures for servicing an
VO requesl, a data buffer, if requited by the command, and an optienal bufier for sanse data.

b. inhtiator YO Process control object - interacts with a target O procassa contral object 1o create or
terminate VO processes.
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Figure 7: Initiator Modal

Object Definition 4: Inhiator Model
inkiator = 1{Inkiator_¥O_process + Inkiator_FO_process_control
inkiator ¥O_pmosss = Data_buffer+{Sense_buffer) + Inkiator_¥O_Process_Frocedure

As shown in Figure 7, System Application commands are sarviced by the Initiator VO Process Control

object, which transiates them Into protocal-dependant VO Gontrol requests, serviced by the Target VO ’

Process Control object.
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A singla system application command may consist of cne SCSI CDB or a series of two or more linked
CDBs as shown above. In the case of a linked command, all command slements shall be passed 1o the
Inhtiator in a single operation. Once'such a command is started, the system application is not natifiad until
elther all linked command el have baen p d or the oparation terminates b of an arror.
There will be no way for a System Application to intervene based on any stalus retuned after the
complstion of an Intermadiate linked command elemeanL.

5.5.3 Target

The 1arget comists of the following objects:

a Target O process control object - Creates, deleles and quaues processes as requested by the
Inftiator,

b. One or mare Targst LUNs or Target Routines.
i

Toas Puaines (1100

O Procssses

i

?
i

gt
Figure 8: Target Model, Showing Logical Unils and Target Routines
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Object dafinitions 5, & and 7 describe the Targe!, Target LUN/Target Routine and Target VO Process
modala.

Object Definltion 5: Target Model
Target = Target_¥O proocess_control + 1{Target_LUN TRN258

Oblect Definition 6: Target LUN/TAN Model

Target_LUNTRAN = 1{§O_Process_Slko#256+0iTarget_IO_Processt256 + 10_Process_Queue
+ [Davice_Mode] Targa!_Routine_Moda)
+Taget_LUN'TRN_¥D

Target LUNTRN_¥D = Byte + [LUN_FD\TRN_ID) + Device_ldentifier

LUN_¥D = ["0"]..1" 127)

TRN_ID = [¥ 128 |..|* 255"

Note that the ¥O Process Skt reprosents target LUN resources that can ba allocated 1o store VO procass

state, As indicated In tha above dafinkion, a target LUN/TRN cbject shall have encugh resources to create
at loast one target 'O process, although, at any time, no targs! VO processes might exist

Object Definition 7: Target VO Process
Tarpet_¥O_Process = Target_JO_Process Procedure + Target_¥O_Process 1D
Target_¥O_Process_¥D = Target_10_Process_Tag + Targel_LUNTRAN_ID
Target_¥O_Process_Tag = Byte + [* 0% |...[" 2557]
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Figure 9: Target Object Hierarchy

5.5.4 SCS! Transaclion Example

Figure 10 shows how the various componants of the modal interact to perform an SCS| Read request. The
horizontal arrows danots affective protocal or requesi-response transactions balween cooperaling objects
in the target and inltiator, That Is, even though the actual exchange may have required the intervention of
other transactors, such as the Transport Services object, the transaction is considered to have occurrad
directly between the requesting and responding objects.

The function interfaces that ganerate these exchanges are shown as vertical arrows,
For this sxample, it Is assumad that the following functicna and pratocol request-response Iransactions are

implemented, which mirmor the command, data and slatus transactions of the SCSI interkacked protocal,
Since the intent is to convay a general picture of model behavior, many details have beon elided.
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Flgure 10: SCSI O Transaction Example - Read Request

YO Process Control Functions:

Execute_VO_Command (Command_Descriptor, Targel_L'O_Process_lD ...}
Status_Resceived(staius)

Executes the command speciiled in the command descriptor block and returns
command status 1o the Systemn Application.

O Process Control Protocol Transactions:

Create_target_O_Procass (Target_VO_Process_UD)
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Responss: Process creation successiul
Process creation failure,....

Description: Croates a target 'O Process 1o service a command.

Target VO Process Protocol Transactions:
Request: Command_out(...)

Responsa:  Success - Command descriplor block sent.
Fallure.....

Description:  Sollcits the tranafer of an SCS! command descriptor block from the initiator O
process. This opaeration is functionally analogous to the act of passing the
cummnmldmczbtor during the SIP Command Out phase.

Requesi: Data_in{dala_block_size, data_butler_cliset)

Response: Success - Requested data block received.

Description: Delivers a blodk of data to the initiator VO process data buffer. The block is

deposited at the specified offset rolative to the start of the butfer. This function
corresponds 1o the delivery of command data during a Data in phase

Transport Services Ti an

Request: Send_request(addressee, reques!_dascripler, responsa_descriptor....)

Response:  Response succaasfully received,
Response failure....

Description: Sends the specilied request 1o the addressae and returns the response to the
requastor (or netifies the requester ol a respansa failurs).

As shown In Figure 10, the System Application invokes the initiator 10 process control cbject with a request
for VO command exscution. The procass control objedt, In tum, creates an inltiator VO process then
requasts the creation of a targe! VO proocsss to execule the operation.

The wark assoclated with the command is performed through a saries of process-to-process transactions,
conslsting of the command descriptor transfer, followed by one or more data_in requests and culminating
in the transier of command status. On camplation of the status transfer, both the initiator and target 1O
procassas are dalsted. Delivary of command staius to the System Application marks the complation of the
VO command.
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6 VO Control Operations

{Ed. Note - Sas SC5I-2, section 6. ]

6.1 Command Processing Considerstions and Exception Conditions
[ed. note - Based on SCSI-2, extensively revised for SCS1-3.]

6.2 Contingent Allegiance
[ed. noto - will this be defined for SCSH37]

6.3: Auto Contingent Allegiance
[ed. nato - New for SCSI-3. Content based on the outcome of the SCSI-3 the queuing model discussions]
6.4 Extended Contingent Allegiance Condition

[ed. note - will this be dalined for SCS5137]

6.5 Queued /O Processes

[Ed. note - SCSI-3 Quauing Modal goes here)

6.6 Unit Attention Condition

[ed. nots - As mogified for SCSH3]

6.7 Multiport SCSI| Devicas
[od. nots - specities the behavior of multiport devicas.)
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