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Canirol Data Canada, L1d.
1855 Minnesola Courl
Mississauga, Onlario

L5N 1K7
1416) 826-B640
January 4, 1989
TO: X3T9.3 Fiber Optic Study Group Members
FROM: Roger Cummings
SUBJECT: FIBER OPTIC CHANNEL WORKING GROUP MINUTES

Please find attached a draft of the minutes of the ANSI X3T9.3
Fiber Optic Channel Working Group that was hosted by Jim Smith
of Tandem Computers at their facility in Cupertino, CA on
December 1 and 2, 1988. Note that there are also nine
Attachments to the minutes that relate to presentations at the
meeting.

The working group mailing list is continuing to grow, and at the
last count has 102 names. At this size it becomes an expensive
proposition to issue a mailing, especinlly if the presentations
given at the meetings are included along with the minutes.

This subject hnd been discussed previously, and it had been
decided to adopt a policy of one mailing per organization, with
the person recciving the mailing (tLhe "primary" contact) having
the responsibility to distribute it internally. However after
further discussion, both at the meetl.ing and with the officers of
the X3T9.2 and X3T9.3 commititees, this decision has been

rescinded. Instend both the minutes and the full text of the
presentations will be included in the regular bimonthly X3T9.2
and  X3T89.3 mailings, and a separate muiling will not be made.

The only exception to this will be that notices of future
meetings will be mailed separately if Lhe timing of the
bimonthly mailings is not appropriate,

THEREFORE ALL MEMBERS OF THE FIBER OPTIC WORKING GROUP WHO DO
NOT  ALREADY SUBSCRIBE TO EITHER THE X3T9,2 OR X3T9.3 MAILINGS
ARE  ENCOURAGED TQ DO SO NOW IN ORDER THAT THEY MAY RECEIVE THE
RESULTS OF FUTURE WORKING GROUP MEETINGS.

A subscription form is attached for your convenience.

CONTROL DATA CANADA, LTD.

!
The next meeting of the Fiber Channel Working Group will be held
at the Sunnyvale Hilton, 1250 Lakeside Drive, Sunnyvale CA on
January 30 and 31. aAs this is a no-host meeting an attendance
fee of $20 per person will be charged to cover the costs of the
meeting room. The phone number of the hotel is (408) 738-4888.

Further details may be obtained from either Dal Allan of ENDL at
{408) BG7-6630 or myself.

The intention is to agree a schedule and location for all of the
Fiber Channel Working Groups for 1989 at this meeting, so all

attenders are asked to investigate in advance the posaibility of
their hosting a meeting.

If there are any corrections required to, or omissions noted
from, the minutes I can be reached as follows:

Phone: Business (416) 826-8640 x3332
Home (416) 626-4074 (ans machine)

Telex/MCI Mail: 650-289-5060 (UsA)

Fax: (416) 821-6363

Regards

Roger Cummings

Principal Engineer, I/0 and Peripherals
SysLems and Strategies Group

Control Data Canada Ltd.

1855 Minnesota Court

Mississauga, Ontario LSN 1K7

Canada
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CBEMA

311 First Street Nw
Suite 500
Washington

DC 20001

ASC X3T9 DOCUMENT DISTRIBUTION APPLICATION FORM

FEES: The subscription fee must be enclosed with submittal of this form. An
invoice far X3 Secretariat Service Fees will be sent to you later. Document
subscriptions are available to committee Members, Alternates, and Observers
only. Subscription fees are only transferrable if the original subscriber is
replaced.

PRO-RATED SUBSCRIPTION FEES: The subscription fees are pro-rated during the
year as follows: January - April: Regular subscription rate
May - August: 25% discount
September - December: 50% discount

METHOD OF PAYMENT: (Please check the applicable methad. )
__ Check or money order enclosed for my subscription fee
(Make checks payable to: "X3 Secretariat")

Please bill the subscription fee to American Express
Account {#: Expiration date:

MEMBERSHIP CATEGORY: Please tell us if you are a:
New Member

Current Member —

Replacing a previous member -
If the latter, name of previcus member

Please check membership category and committee using one form per committee.

X3 Secretariat

I "
Membership Categary Service Fee | Committee Subscription Fee
___ Principal $200 Billed | __ x379 $ 75.00 Pre—payment
___ Alternate nfa  ata | X3719.2 $100.00 is

Additional Alternate $150 later | ___X379.3 $ 60.00 Required
___ Observer $150 date | —__ x319.5 $125.00
Name:
Organization:
Address:
Country

Phone:

{Please include area cade.)

Forward to: CBEMA, 311 First Street NW, Suite 500, Washington, DC 20001
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MINUTES OF THE FOURTH FIBER OPTIC WORKING GROUP MEETING

The ‘th meeting of the ANSI Xi4T9.3 Fibe
was housted by Jim Smith of Tandem Com
105556 HRidgeview Court, Cupertino, CA on December 1 and 2, 1988.

Jim also distributed the meeting notice.

A total of 14 people attended, as follows:

AMD

AMDAHL

AMP

ANCOR COMMUNICATION
AT&T

AT&T BELL LABS
CANSTAR

cpe

CDC CANADA
CIPRICO

CONTROL DATA

CRAY RESEARCH INC.
DATA GENERAL

ENDL

FUJITSU AMERICA

GAZELLE MICROCIRCUITS
HEWLETT PACKARD
IBM

IBM GENERAL PRODUCTS DIVISION
IMPRIMIS

LO5 ALAMOS NATIONAL LAB
PILKINGTON PLC

PRIME COMPUTER INC.

SIEMENS

TANDEM COMPUTERS

Paul Scott

Wayne Wong
Hasanori Motegi
Charles Brill
Terry Anderson
Ming=-lai Kao
Philip Puglisi
Steve Siegel
Karl Lue Shing
Kumar Malavalli
Wayne Sanderson
Roger Cummings
Bill Winterstein
Frank Holland
Eric Fromm

David Hartig

I Dal Allan

Bob Driscal

Koji Mori

Chris Popat

Del Hanson
Henry Brandt

Ron Soderstrom
Horst L Truestedt
Curtis Wong

Tom Leland

Don Tolmie

Simon Honey

Mike Fitzpatrick
Schelto Van Doorn
Armando Pauker
Duc Pham

Phil Sinykin

Jim Smith

r Optic Working Group
Puters at their facility at

December 1%2 Fiber Optic Working Group Minutes 2

The meeting was opened by the Chairman of the Working Group, Dal
llan of ENDL Consulting, who distributed a sheet containing
oth the agenda for the meeting and a shortform of the

functional requirements derived at an earlier meeting., A copy of
the sheet is Attachment 1. Dal noted that none of the presenters
for the three items identified in the agenda were present at the
beginning of the meeting, although he expected the ATA&T
presentation on Parallel Fiber Applications to take Place on the
second day of the meeting. Therefore he asked for other
presentations from the attenders to commence the business of the
meeting. IBM volunteered two presentations which had been
prepared in reﬂpnnhc to the general call for information about
standards related to office environment and fiber cabling that
had been issued in the last minutes.

The first presentation was given by Horst Truestedt of IBM
Rochester on the subject of the National Electrical Code (NEC).
A copy of Horst's slides is Attachment 2. He described in detail
the stringent new requirements that have been mandated by the
1987 NEC revision. Adoption of this revision means that all
cables installed in a building that are over 10 feet in length
must used UL-listed cable (as opposed to today where the cables
merely have to be UL-recognized). Section 725-38 B 1 deines two
types of cable, designated CL2 and CL2P respectively, with the
difference that the CL2P cablea are shle to be directly
installed in plenuqs. Because pvc-jacketed polyethylene cables
cables cannot pass the cable tray fire test defined by the NEC
other materials such as teflon have to be used in plenum cables
with a consegquent increase in cable diameter, stiffness (bend
radius) and cost. The alternative is to use CL2 cables enclosed
in a separate, approved cable tray. Horst stated that the
cabling space under a false floor may be regarded as a plenum
unless it is vented completely separately from the rest of the
building. Thus all IPI and SCSI cables used today, which
typically meet the CL2 requirements, may require additional
protection if they are to be run in such spaces.

Horst also identified the equivalent classes for Fiber Optic
Cable. These are OFC (Optical Fiber Conducting) and OFN (Optical
Fiber Nonconducting), which are equivalent to CL2, and the
corressponding plenum-qualified classes designated OFCP and
OFNP.
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The next presentation was given by Ron Soderstrom, also of IBM
Rochester, on the subject of safety standards for fiber optic
systems. A copy of Ron's presentation is Attachment 3. He began
with a detailed comparison of the safety standards mandated by
CDRH (Center for Devices and Radiological Health), ANSI and IEC.
This comparison is not simple because the standards use
different measurement parameters., The IEC standard, which has
the force of law in Europe, is generally regarded as being the
most restrictive because of its large aperture diameter (50 mm).
Each of the standards describes different class levels (ANSI
calls them service groups) with the class being determined by
the power level and frequency. This frequency sensitivity means
that care must be taken with splices and connectors to not
introduce propagation modes for which the power level exceeds
the definition.

Ron emphasized that the safety problems with a optical fiber
link only occur during maintenance and service operations.
Whereas he believes that no maintenance is required, service is
definitely an issue - as is the "curious customer". The safety
precautions mandated vary with the class and include interlocks
to shut down the source if the fiber is disconnected and
red/block starburst Danger labels. Only in Class 1 are there no
requirements for interlocks or labels.

Most of the installed optical fiber links are of course in long
distance telecom applications, and the majority of these are
defined to meet the requirements of ANSI Service Group 3B. This
defines that the 1light be able to be viewed safely even using
optical instruments (Group 3A defines viewing with the naked eve
only).

Ron was questioned closely about the 1likely class of
requirements that the Fiber Channel will have to meet, His view
is that Class 1 will not be possible with lasers which means
that some form of interlock will be required. However he noted
that an interlock at both ends does still not protect against a
disconnection at an intermediate point which, given: the
operating distances of the fiber channel, may well be outside of
any controlled area.

Ron recommended that anyone wishing to research the subject of
fiber optic standards start with the ANSI Z136.3 document, as he
believed it to be the easiest to read and a new revision is just
becoming available.
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After the lunch break, Wayne Sanderson of Control Data presented
p definition of the scope of the Fiber Channel project by
drawing a protocol stack diagram that had originally been
sketched by Dal Allan. A representation of the diagram ia
Attachment 4. The key point of this presentation was that the
SD3 for the Fiber Channel limits the scope to the definition of
a new "Physical Interface" (lowest two layers) to support the
existing SCSI and IPI command sets and a future HSC upper layer
that may be largely vendor unique. Clearly other protocols
could, at least in theory, use the same Physical Interface but
such considerations, and the resulting impacts of network

addressability etc., are by definition outside the scope of the
present SD3,

Roger Cummings of Control Data Canada then presented a overview
of possible Fiber Channel topologies. A copy of Roger's alide is
Attachment 5, He identified four topolgies, namely a Simple Star
(broadcest, point-to-point), a Complex Star (point-to-point
supporting multiple channels with non-blocking switching), a
Simple Ring and a Dual Counter-Rotating Ring configuration.
Roger expressed some concern over using the Complex Star
configuration given the fact that the control over pathing to
peripherals is wusually an intimate and complex part of an
operating system which would therefore be very difficult to
change. Henry Brandt of IBM noted in response that just such a
configuration was uysed to allow peripherals to be accessed from
multiple large IBM mainframes. Apparently, though, the control
of the switch is performed by a separate eptity containing two
RISC-type processors and not within any of the accessors
operating systems.

Roger identified a problem with the Simple Ring cenfiguration,
namely that a single fault renders the entire channel
inoperative. Clearly the Dual Ring configuration overcomes this
limitation, but Don Tolmie of Loas Alamos National Labs and
others seriously questioned wether the cost impact of requiring

two transceivers per unit for connection to one channel was
Justified,

A major limitation of all ring configurations was also
identified, namely that a long return cable ia required from the
last peripheral in the channel to the mainframe., A number of
people pointed out that this long return path would present a
major problem in upgrading systems a8 it would have to be
replaced and rerouted as each additional peripheral is added to
the channel, Given that the existing SCSI and IPI configurations
are daisy-chains, and that sites have been laid out with this in
mind, departing from a daisy-chain configuration might easily
cause severe routing problems.
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Schelto Van Doorn of Siemens then described the manufacture of
passive stars by fusing multiple fibers, and he noted that
active stars are available today to interconnect Ethernet
devices.

Schelto came up with an ingenious method of configuring a Simple
Ring as a physical daisy-chain. A representation of_ this
configuration is Attachment 6. It involves having two pairs of
connectors per unit but only one pair are connected to
transceivers and the others are directly interconnected. If the
cable containing the two cores is then twisted between each gnit
a physical daisy-chain is required. This configuration received
general support as being worth very serious consideration for
the Fiber Channel.

The second day of the meeting opened with a presen?ation by
Steve Siegel of AT@T Bell Labs on Multichannel Optical Data
Links. A copy of Steve's presentation is Attachment 7. He began
by describing a praject to create a 200 MB/s, eight fiber, 1
kilometer link that has been undertaken at Bell Labs. Steve
identified skew {i.e. the difference in time delay between the
fibers) as a major design challenge, and stated that a skew as
high as 10 ns per km can be experienced if fibe?s are not
selected. A skew of 3 ns per km can be achieved with simple
selection, however. Packaging was also identifi?d as being of
concern, both in terms of optical and electriecal crosstalk
between the parallel paths and in thermal management. Steve
showed a photograph of a twelve element led array and stated
that for a power output of -18dBm per chaqnel the array
dissipates 10 Watts. Clearly this has to be efficiently removed
if high reliability of the array is to be ach%eved. Wayne asked
if the power obtainable from each led was limited by the fact
that it was packaged in an array and Schelto noted that FDDI
uses a launch power of -17dBm so that it does not Beem to be.

Steve then moved on to consider the subject of receiver design.
A  dc-coupled design was required because tpe ?ata was not
encoded, and a transimpedance type with a aevsltiv1ty of -30dBm
[after allowing for dc losses) was used, With the mufgin thus
established he then described a system power budget which for a
practical system indicated a maximum operating distance of
approximately one kilometer.

Much discussion resulted from the power budget. Steve had
allocated a figure of 0.5 dBm per connector and in response to a
question from Dal identified that this was a mean valu? for_a
mated pair of connectors measured immediately after the fiber is
cut and the connector applied. However Schelto warned that a
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real world value may be congiderably higher, especially if the
jfibers are different and each connector is made by a different
‘manufacturer. He said that he knew of one installation where the
losses incurred in =& cable plant installed by multiple vendors
were 80 large that the entire plant had to be recabled using
fiber and connectors from a single source. Clearly this means
that a careful and specific budget will be required in the Fiber
Channel standard to ensure 1nteropernbi11ty.

Steve described some eye pattern testing that had been
performed, and stated that he believed that the maximum rate
that could be achieved using leds is 200 Mbits/s. He thought
that this would be more than adequate, but this view was
challenged by Henry Brandt, who stated that IBM has a
requirement for a 200 Megabyte/s, 10 KM link to allow remote
backups for large mainframe sites.

Steve closed by considering methods of dynamic deskewing using
tapped delay lines or another form of elastic store, and noted
that this is the subject of much research. He knew of an IBM
project to create a parallel link on a single fiber using
wavelength division multiplexing in which a calibration pulse
was sent down the fiber at system startup and uged to adjust for
the measured sgkew. ATeT is also looking at was to reduce the
skew by additional controls during fiber manufacture.

]

Steve and Phil Puglisi (also ATeT) gave some details and
approximate costs for the ribbon fiber cable. This consists of
standard 62.5 um multimode fiber and the costs are: $3.25/meter
for unsheathed cable with 7 ns skew maximum, $7.50/meter for
sheathed cable with 7 ns  skew maximum, and $15,00/meter for
sheathed cable with 3 ns skew maximum. They noted that these
costs do not include connectors and that the connector are not
presently field-installable.

Don Tolmie asked why the 2 Gigabyte serial links presently used
in telecnq application could not be parallelled, and Phil
indicated ‘that again skew was a problem. However Wayne Sanderson
noted that a parallel link in which each fiber contained its awn
clock and was synchronized separately would not be so effected
by skew or other component variations. This approach would be
expensive in terms of the amount of support silicon required,
but may be viable if the cost of the entire link is considered
due to the decreasing cost of VLSI. Dal noted that these
tradeoffes are a key part of the definition of the Fiber Channel,
and asked for a Paper on the subject to be prepared for a future
meeting. Don Tolmie noted that a part of this tradeoff would be
the availability of VLSI, and suggested that presentation be
solicited from companies such as Vitesse and Gazelle, who are
known to be working on high speed VLSI for this area.

Phil noted that the Hultichannel Link Project was still in the
research stage, and agreed to continue to make available the
results of the project to the working group.
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Don Tolmie then presented an overview of the High Speed Channel,
and the reasons for its development at Los Alamos. A copy of
Don's presentation s Attachment 8. He stated that HSC was
intended to allow the visualization of numerical processes by
making possible the display of high quality animated displays.
The minimum acceptable was a 512x512, eight color image and it
was essential that the display be smooth. It was this last
feature that ruled out the use of shared resources with
contenltion delays such as netvworks, and forced the development
of a point-to-point link. 1t was also essential that the system
be very interactive with 2o0om, pan etc.

As  an example of the value of this approach he quoted an example
of a German scientist looking at & airflow problem who
discovered both a physics problem and a numerical instabillity
in five year old data on the first day thal he was able to
display the data visually using such as system.

Don then showed a videotape of a gasjet simulation, and noted
that it took 10 hours of calculation on a Cray X/MP to produce
30 seconds of the tape.

Don tLhen gave an overview of the HSC features, signals and
waveforms.

The meeting then returned to a tLask that had been begun the
previous day, namely the consideration of a Fiber Channel
Description document that had been generated by Dal Allan. The
list of requirements generated by previous meetings was also
considered. Because there was much discussion about, and major
changes made to, Dal's document only the final form is included
as Attachment 9. This is also the document that was presented at
the X3T8.3 plenary in San Diego, CA.

One of the key concepts of the Fiber Channel is Control
Streaming. This is an extension to the data streaming concept of
IPI and SCS1. It involves designing a protocol that allows
contraol information to be transmitted without requiring a round
trip delay for each control sequence in much the same way as
multiple data words are transmitted without waiting a round trip
delay for acknowledgement in data streaming. As an example of
the concept only, Dal produced examples of how the present IPI
and SCSI protocols could be converted to a control streaming
concept. These were useful as a stimulant for discussion, but it
wng agreed Lhat they could cause' confusion and they were
therefore deleted from the document,

December 142 Fiber Optic Working Group Minutes Page 8

There was also much discussion on the subject of defining a
parallel copper version of the Fiber Channel. The view was
e#bresaed that again this could lead to confusion, ?ut Dal
defended the concept strongly on the grounds that it was
required to avoid a future version of SCSI including a new and
incompatible physical interface which would thus defeat the
unification goals of the Fiber Channel. The parallel copper
version was therefore retained in the document, and thus it will
have Lo be considered in the definition of the protocol.

Frank Holland of Control Data asked that the Burst prefix be
defined to have a length that is as a minimum a multiple of 32
bits, &and as a preference a multiple of 64 bits, to simplify the
design of a dma channel in systems with wide memory word widths.

)(31”@62 ; )4'ﬂbCL*h4mm#”‘? )3 f{ql Sae- & as )(.3 Tﬁa'EL/}SEr‘ J‘EC}
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ﬂ,' ; SUMMARY OF THE FIBER CHANNEL MEETING OF JUNE 2-3 {%2'

ENDL

/ _Optical Transmission Technology Functienal Requirements
November 30, 1988 Components Applications
Coding Schemes Cost
Transmission Media Distance
T Connec:tog bl Enviromments
To: Interested Parties mtnglganszdgcrgt?om g#ﬁm&&
Speed
Subject: Fiber IPI Working Group .
Requirements
At the request of those who have to wing Eastwards home, we will start on v
Friday at 8:30 a.m. and go without interuption until 2:00 p.m. Cost Perfo Ervi N t
) ) . Cheap (SCSI low end) Low Overhead 0-65 rees
As of Wednesday, the agenda consists of the following scheduled items: Ccmps_zt{tive w/cn'jgper 80% Data Payload 10~99§E?nmudigy
. ) ) Premium acceptable l.m‘[at:ancy {datagram) 0-5V but < 1A
Subject: Responsible Contact: Speed Minimm Station Delay | Shock Resistant
N 5 MBs Burst/Packet Size thd Tight Cable Bend
Protocol Ergine Steve Cooper ég ﬁ gtarﬂby Power Applicatijons
Parallel Fiber Applications AT&T o 200 MBS Up ta 33 Cn&fms ggmkﬁtatmn
Scientific Computer Systems Peter Dougherty (Unisys Distance - Short (M) 200K Hours MTBF Fault 'I‘or?gfant
‘ . = Llong (2 KM) | Connector Redundant Paths
‘The sequence on the agenda is not set, but the presentations expected at the Error Rates Footprint < Copper Passive Bypass
last meeting will be first. Detected:  10E(-9) " Pigtail Transfer Integrit
ing n ; egrity
Undetected: 10E(-16) Ribbon Fiber ECC or CRC
The objective of this meeting is to draw out proposals for the Fiber

Channel. We have finished the research and discovery phase of the project

. L)
and are now about to get into serious work. At the top of our list of issues E and Distance

has to be Rardy Haagens' recommendation that we focus on the Fhysical <100 M @ <10 MBs
Interconnect. Low cost and simplicity will go a long way to boost the use of <500 M @ >10 MBs and >100 MBs
the Fiber Channel. <2,000 M @ >10 MBs
Remember, the key objective is to define a physical interface and low level Technologies:
protocol that can support the IPI and SCSI command sets i.e. a fiber CHANNEL ; . ) .
and not a network. The project purpose is to ensure the software investment ° Fiber Mode X'mtr | Wave th H . H 1
in SCsSI and IPI is retained: ml’.erg Frﬁgz?ﬁm Lerlg[th
Fhysical Interface. | Plastic | Multi | siep | 620 | 0.5 | 0.1 |
befine Level O transmission components + = b H H H
~— Define Level 1 protocol and control mechanism Glass Multi faLED i 800 500 5
NN Ingical Interface ser (300/1,550 1,000 10
Support IPI-2 and 1IPI-3 Command Sets Glass Single
~ Support SCSI and SCSI-2 Command Sets !L ] g ! Laser ! 1,300/1,550 I 10, 000 ! 25 Ir .
We still need to document the list of Functicnal Requirements in an official Cost Predictions:

format for submission back to the plenary. The plenary's criticism of our

; L; ! oy - . t y
progress 1s a necessary and essential part of our charter Speed | Distance | Present Cost Design-In Cost | 1992 Prodn
MBs (Meters) $ in 3088 $ 1n 3090 Volume
R 1 < 500 ? <5 2
el ? 5 1,00
A s - 12.5 2,000 | <=$ 2,000 <$ 600 200,003
50 1,000 | <= $ 4,000 < $ 1,000 50,000
I. Dal Allan 50 > 10,000 <= $ 6,000 < § 2,000 25,000
125 > 10,000 | <= $10,000 $ 5-20,000 <100

14420 Black Walnut Court, Saratlog, California 95050 {10l A6T - G630




Status Cabling
wE CABLE STATUS
DESCRIPTION STATUS
Coax Cable AWM (less than ten feet)
Coax Cable CL2P (greater than ten feef)

Fiber Optical Cable

Fiber Optical Cable

Telephone Cable
Telephone Cable

AWM (less than ten feet)
OFCP or OFNP (greater than ten feet)

AWM (less than ten feet)
CMP (greater than ten feet)

AWM = Appliance Wiring Material

CL2P = Class 2 Plenum material

OFCP = Optical Fiber Conductive Plenum
OFNP = Optical Fiber Nonconductive Plenum
CMP = Communications cable Plenum

L
§ There are other grades of cables as follows:

¢ - CL2, OFC/OFN o
floors) '

r CM (cannot be put in Plenums or between

¢ CL2R, OFCR/OFNR or CMR (cannot be put in Plenums)

November 1988

2
Methodology Cabﬁng
{' i

METHODOLOGY
The minimum required for a large office area should be CL2, etc.
This requirement had been in the National Electrical Code since
the 1987 issue (the code is revised every three years).

All cables should be released according to the NEC 1987 or
current date (e.g., NEC 1990, efc.). They should be at least CL2,
OFC/N, or CM as the needs arise.

All newly released cables which are greater than 10 feet long
must be released as ‘CL2, OFC/N, or CM (or better) as the needs
arise. Cables must be listed and marked per NEC.

Many local codes reflect (have adopted) the National National
Electrical Code (NEC 1987). Article 725 of this code give

- requirements for signal cables such as Coax cable, IPI cable, efc.

which are longer than ten feet. It should be our responsibility to
ensure that the cabling is rated according NEC Article:

Article Type
725 . Coax cable, efc.
770 Opftical Fiber Cable
- 800 Telephone Twisted-Pair Cable

November 1988 . ! f 2



SAFETY _TANDARDS

2/

Nov/88

THE THREE MAIN SAFETY STANDARDS

¢ Center for Devices and Radiological Health (CDRH)

law in the USA

¢ American National Standards Institute (ANSI)

I/

Z136.1 and Z136.2 - adopted by trade unions

¢ International Eelectrotechnical Commission (IEC)

IEC-825 - law in Europe and U.K. (CENELEC)

" SAFETY MEASUREMENTS

h
Nov/88

{

¢ THE BASIC MEASUREMENT/CALCULATION SETUP (CDRH)

LASER PRooucT

Toman
DIVERGING M;gn:‘uts
o
ReAM \'
]i——ﬁ,
DETECTOR

le—o 20 em————3)

¢ COMPARISON OF THE STANDARDS

standard

aperture dia.

source dis.

time base

CDRH 7 mm 20 cm . 10,000 sec
ANSI Z136.2 5 mm 2.5 cm 100 sec
IEC 825 50 mm 10 cm 1,000 sec
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SAMPLE CALCULATION

Nov/88 MAX CLASS 1 POWER Nov/88
{' .
SAMPLE CALCULATION: CLASS 1 CDRH
¢ Maximum power in 50/125 um MNIF at 780 nm | AXIMUM CLASS 1 POWER LEVELS
° worst case wavelength of laser = 770 nm T T
e worst case fiber NA = 0.185
© AEL = 39x10"7 K(Q) K(2) mWw
4 LONG WAVELENGTH (1300 nm)
= 0.0376 mW A
standard NA = 0.13 NA = 0.17 NA = 0.21
where K, and K, are wavelength corrections i e Au i 7-81 =H
- | | ANSI Z136.2 | 1.62 mM 2,71 mH 4.67 mH
e aperiure coupling efiiciency 1IEC 825 | 0.60 mH 0.60 mi 0.60 mH
%= 10 - exp{-(d/D)* }
where d = aperture diameter = 7 mm
HORT WAVELENGTH (780
\\\3“ D = beam diameter at aperture ( Ye pis) * 8 (780 nm)
™~ standard NA = 0.13 NA = 0.17 NA = 0.21
=(@2r NA)/1.7 = 43.5 mm CDRH 0.73 mH 1.23 mH 1.86 mH
ANSI Z136.2 0.45 mH 0.75 mH 1.29 mH
and r = dis form source = 200 mm e e AT T

result: 1( = 0.0256

* maximum power: P(max) = AEI./’( = 1.47 mW




Frber Channe/ SPD3 Scope

“

scsi Pl Vendor Other
Commands Level 3 Unique Protocols
Commands Commands e.g. TCP/IP
Level 2
IPI
S D 3 Commandse

Common Fiber Channel Low Level Protocol (FC-1)

Common Fiber Channel Media, Connector, Xcvr Sets

(FC-0)

175

W. Sanderson 12/01/88
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STAR RING

Simple Ring
Simple Star Disk ERES - KRR
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Fiber Channel Topology Proposal
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MULTICHANNEL OPTICAL DATA LINKS

Steve Siegel

AT&T Bell Laboratories
Allentown, PA 18103

\ AUCB1153SAS008

E-9148 (6-85) ) R T s

AT&T BELL LABORATORIES

OBJECTIVES

« Speed: DC up to 200Mbls
e Burst mode capability

- e At least eight channels

e Length: up to 1km

¢ Parallel transmission capability

kMB‘I‘ISZ!SASND
E-9148 (6-85) : |

=
ATAT BELL LABORATORIES - Alal
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DESION CHALLENGES

e DC coupled receiver, transmitter .

e Skew

e Crosstalk
e Thermal dissipation

e ReNability

ALIC81153SAS009

E-9148 (6-85)
ATA&T BELL LABORATORIES
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“I® W sacon

Yoy
R
B2
\!‘\
TYPICAL SYSTEM OPTICAL POWER BUDGET
Transmitter power output —18dBm AVE.
Receiver sensitivity (10~ BER) . —30dBm
Optical loss budget :
Pin cowpling 1.0dB
- LED (EOL) 1.5dB I
Electronics (EOL) 1.0dB
1km fiber loss i.0d8
Fiber dispersion 0.5d8
4 connectors @ 0.5d8 eech 2.0dB
Systern margin 5.088
K AUCE11535AS0M
E-9148}685) o o T— - :é:
ATAT BELL LABORATORIES i % m



PULSE DESKEWING CONCEPT WITH LATCHES
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* "SYSTEM PERFORMANCE
\

: ENVELOPE
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Randy Hoebelheinrich - Protocols
Michael McGowen - Architect
John Morrison - Manager
Steve Tenbrink - Building CP* core
Richard Thomsen - Protocols
Don Tolmie - HSC and ANSI

C-5, Computer Network Engineering
Los Alamos National Laboratory
Los Alamos, New Maxico 87545

(505) 667-3310

j von Neumann' n 946

Wanted to do numerical experiments:

i . to provide the user with a continuous read out of all
essantial information "while the calculation is in
progress”.

with the human having the ability "to exercise his
! intuitive judgement as the calculation develops”.

1
the user "can then intervene whenever he sees fit".

The resulis of a simulation should be "Insight”, not
numbers.
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‘
:
9600 bit/s :
)
'

CRAY 1A

I HSPI l

27 Mbit's
{

30 Mbit/'s

Dis@

60 Mbit/s

Sﬁaal-tima
Disk

=
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Frame Buffer Experiment

% s CRAY XMP

l HSPI I

60 Mbit/s burst
51 Mbit/s sustained

9600 bit/s

Frame
Buffer

Using DEC
VideoRAM chips

320 Mbit/s sustained

Bock Displa
Terminal play

512 x 512
8 bits of color
25 frames/s

\e
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HSC Features

100 & 200 MByte/s options (800 & 1600 Mbit/s)

25 meters using copper cables

Simplex channel , fint- to- fnoinf

Flow control for full-speed operation over long distances
Byte parity in 32-bit or 64-bit words

Checksum every 256 words

Very simple signalling sequences

Easily implemented with off-the-shelf parts

No bidirectional signal lines

Supports addressing for networks

Connection Connection Connection
Packet Packet Packet
Burst Burst Burst

256 words of 32 or 64 bits each

6,6
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Source

REQUEST

CONNECT

DATA BUS , 32(84)

L4
PARITY BUS 4 4(8)
[

READY

P

"
PACKET

BURST

CLOCK

INTERCONNECT S~>D e 11{2)

[4
INTERCONNECT D->S 2 1{2)
7

HSC Signal Summary

Destination

REQUEST (5) _I ! '_
CONNECT (D) _| . ' ' ; L
e L1, [, [L,

PACKET(3) | L :_|_
BURST (5) | —U _'|_|

i
DATA BUS (5) ) Wa ?’///////////

I-Field 25§-word 258-wo
Data Burst Dala Burat Data Burst

Typical HSC Waveforms. Connecting, Transferring Two Packets,
Disconnecting

ks



