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Non- di sconnecti ng 4KB Sequenti al Reads:

NTI OGEN benchnmar ks shows 3 Seagat e Barracuda di sks can saturate a w de
Utra-1 SCSI bus @6,200 | OPs or 24.8 MB/sec. This produces an Utra-1 Wde
SCSI data transfer efficiency of 62% It also show the 7200RPM Seagat e
Barracuda can sustain 8.27 MB/sec data rate from nedi a.

Now let's convert this to Utra-1l1l (160MB/sec) data rate. This would be
(1/6, 2001 OPs) - 102. 4us+25. 4us=84.29us. This is 11,864 |OPs or 47.46 MB/ sec
with and efficiency of 29.7% Now, let's assune 10K RPM di sk drives that can
sustain 12 MB/sec frommnmedia. This nmeans an Utra-I111 SCSI bus, wthout
packetized SCSI, is saturated with 3.96 di sks.

Now let's factor in the packetized SCSI savings. Wstern Digital's
spreadsheet shows 34,955 ns/1 0O (or 28,608 | OPs) for non-packetized Utra-I11
SCSI without a SCSI disconnect and it shows 33,080 ns/I10O (or 30,230 | OPs)
for packetized Utra-I11 SCSI w thout a SCSI disconnect. This shows a
savings of 1.875 us/1 O Now | subtract 1.875us fromthe 84.29 us/IO above
to get 82.42 us/1 O This neans we can do 12,133 I OPs and nove 48.53 MB/sec
with an efficiency of 30.3% But notice the SCSI bus is still saturated at
4. 04 di sks.

Di sconnecti ng 4KB Random Reads and Wites:

Western Digital's spreadsheet shows 41,955 ns/10 (or 23,835 | OPs) for

non- packetized Utra-111 SCSI with SCSI disconnects and it shows 37,460
ns/10 (or 26,695 IOPs) for packetized Utra-I111 SCSI with SCSI disconnects.

It is my understanding that current TPC-C benchmarks generate about 75
random | Gs per disk with a 70%reads and 30% wites. The performance is
limted by disk |latencies and m xed read/wite 1O workload profiles further
reduce di sk perfornmance bel ow that achieved with 100%read or 100% wite 10
profiles.

Let's assune new hi gh performance di sk technol ogi es that could nore than
doubl e the above random | O performance to 150 | Gs per disk. Let's further
assunme we could use SCSI extenders to connect nore di sk on each SCSI bus.

The non- packetized Utra-111 SCSI bus woul dn't beconme a bottle neck until
you connected 159 disks to a single Utra-II1l w de SCSI bus. The packetized
SCSI bus woul d allow you to connect 178 disks to a single Utra-111 wde
SCSI bus. That's an inprovenent of 19 disks per Utra-111 wi de SCSI bus.

Anyone believe we can or would connect that many drives to a single
Utra-11l w de SCSI bus?

Si ngl e- Threaded Client and Wrkstation Market Segments:

The 1O workl oad profiles for custoners in these market segnents woul d gain
no detectabl e performance advantage from packetized SCSI.



