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1.0 Overvi ew

This proposal is intended to provide a basis for extensions to the
exi sting ATA and ATAPI protocols needed to support Milti-threading.

The need to provide Milti-threadi ng extensions to ATA and ATAPI devi ces
is driven by system manufacturers' desire to allow i nexpensive, high
performance hard disk drives, ATAPI CD-ROM and ATAPI tape devices to
share a single | ow cost ATA connection

Thi s proposal has been put forward by Western Digital in an effort to
address industry wi de conpatibility issues related to the specifics of
i npl enenting high performance Miulti threadi ng on ATA host systens and
peri pheral s.

It is the intent of the editor of this docunment to publish this docunent
as an SFF extension to the existing ATA-2 and SFF ATAPI 1.2 docunents.

It is also the intent of the editor to work closely with the editors of
t he ATAPI protocol and ATA-3 documents to incorporate the appropriate
sections of this proposal within their respective docunents.

Comment s or suggestions regarding the technical content of this proposa
shoul d be posted on the ATA / SFF ATAPI reflectors.

Comments or suggestions regarding editorial or administrative issues
related to this docunent should be sent to

Tom Hanan

Western Digita

8105 Irvine Center Drive
Irvine CA 92718

PH: 714 932-7472
FAX: 714 932-7314
E-Mail hanan_t @l. wdc. com

P.S. | hope | get nore e-mail on the technical content of the docunent
than either the format or the politics of which sections will be

i ncluded in which X3T10 docunent. Let's get the conpatibility issues
wor ked out before we decide where the information should go......

Regar ds,
Tom Hanan
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1) Tradi ti onal
Cmd Dat a Dat a Cmd Dat a

+- - +- -+ +- - - -+ e ek +- - - -+ R ek

| SL| 1Cl o o| RS| TD| o o| RS| TD| RL| | SL| 1 Cl o o] RS| TD| RL|

+- - +- -+ +- - - -+ e ek +- - - -+ R ek

| BO| R1| B1 | BO| I n|B1 | BO|In|BO | BO| R1| B1 | BO| I n| BO

|so| | |Dbi] | [D1 |DO |sO| | |Di] |DO

[ Iral | [ra] |RL 1 I Iral [Rl
1) Over | apped

Cmd Pol | Pol |
I e I +--4- -+ +--4- -+
| SLITCRL] o ooooo0000000O0OO|SLIRL|]o o o o0oo0o0o0o0O0O]|SLR
+-- - - - -+ +--4- -+ +--4- -+
| BO| R1| BO | BO| BO | BO| BO|
|s1] | DO | s1| DO | s1| DO|
| | |® | | Q0 | R1| C1|
New
[11) Shared I RQ (ATA-3)
Cmd Dat a Dat a
+-- - - - -+ S e I I e I
| SLITC/RL] o o o o o o 0o0OSLTD R oo o o|SL|TD RL|
+-- - - - -+ S e I I e I
| BO| R1| BO | BO| I n| BO | BO| I n| BO
| sO| | DO | sO| | DO | sO| | DO
| | |RO |D1| | RO |D1| | Rl
| CO |All |0 |ALl |C1

V) Tagged Quei ng (ATAPI Only)

Cmd( 1) Cmd( 2) Dat a( 2) Dat a(1)
+- - - -+ +o - - - - -+ +o - - - - -+ +o - - - - -+
| SL|1Clo o/|SL|IC/RL] o0 0 0 o|]SL|TDIRL] o0 0 0 o |SL|TD RL|
+- - - -+ +o - - - - -+ +o - - - - -+ +o - - - - -+
| BO| R1| BO | BO| R1| BO | BO| I n| BO | BO| I n| BO
|sl] | DO |sl] |DO | s1| AO| DO | s1| AO| DO
[tl] |RL|t2] |RO |Dl] | RO |Dl] | RO
[tt] |CO |tt] |QO | T2] |C1 | Tl |C1
| ALl | | ALl |

B=BSY, D=DRQ s=DRV, R=DRDY, C=DSC or POST, A=ATTN(IDX, Status:bitl),

| a=Hl RQ Asserted, In=H RQ Negated, t(n) or T(N)=Tag, tt or TT= Tag Type,
ST=Set Taskfile, SL=Sel ect, RL=Rel ease, |IC= | ssue Command, RS= Read

St atus, TD=Transfer Data.

[ R [ [ S B s U R +
| BSY | DRDY | DRQ || New Cmd | Change DRV |
[ R [ [ S B s U R +
| O | 0 | O || Ignore New Crd | X |
S B s U R +
| O | 1 | 0O || Accept New Crd | X |
S B s U R +
| O | 1 | 1 || Abort Cur Od | ?2????27?272?7??7? |

| | | || Accept New Crd | |
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2.0 Shared I RQ

The shared I RQ protocol is designed to allow nore than one device on a
given I DE cable to process commands and data concurrently. To achi eve

this goal the function of several bits within the task file have been

enhanced. Specifically the function and behavi or of DRDY, DSC and | DX

have been changed as foll ows:

2.1 Shared I RQ Signal Timng

+ IC + RL RA I D+ SL + TD +Cor RL
b h + -
DRV [+ +XXXXX [ XXXX
nl EN /a e\ /] + +\
+ ¢ + k
cmd / AO\ [ A2\
+ o 4+ + . m Pp__ ¢
BSY [\ /[ d\ / \ / \
+ n o) +
(DRQ / \ XXXXX XXXXXXXX XXXX
+ + + +n +
Dat a JAVA JAVAVAVA
+ + i + + +
Status __# # # #
+ n p +_
TFle |/ \ / \ /
+ + j + +
I NTRQ /g \_\
+ + | + +
(ATTN) /f + \ XXXXXXX
(DRDY) XX \ D00,:0.9,:0.9,:0.9,0.9,0.9,0.0,0.0.¢ XXXXXKAXXXXXX

Signals enclosed in () brackets are valid any tinme BSY=0.

a-e) Issue Cnd to Device 1
f-j) Release Cable

k-1) Sel ect Device 0O

n-q) Transfer Device O Data

2.1.1 a-d) IC - Issue Comand

a) The |1 G 1Issue Command phase of a transfer is started by selecting the
device to which the command will be sent. If the previous phase was an
ICto the sanme device the host may not need to Rel ease and Sel ect the
device again in order to issue it another tagged queue conmand. Device 1
is used in the exanpl e above.

b) For backward conpatibility the host nust disable the assertion of
interrupts using nlEN after selecting the device to which it intends to
i ssue a conmand. nlEN may already be disabling the interrupts if the
previ ous phase was also an IC to the sane device. Witing to nlEN with
any device selected shall prevent all devices on the cable from
asserting interrupts to the host. Disabling interrupts is necessary to
prevent interrupts fromnon sel ected device from confusing host drivers
whil e they are issuing commands. Note that disabling interrupts while

i ssui ng ATA and ATAPI commands requires ATAPI devices supporting shared
interrupts to have hardware accel erated comrand packet DRQ capabilities.
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If the host intends to i ssue an ATAPI Tagged conmand to the device then
it must set up the tt-Tag Type and Tn-Tag nunber in the task file,
before issuing the AO ATAPI Packet comrand to the devi ce.

c) After the host has disabled interrupts it can issue a shared | RQ
command to the sel ected peripheral. Once the comrand has been issued it
will continue normally until BSY and DRQ are de-assert ed.

d) When BSY and DRQ are both de-asserted the selected device is
signaling the host systemthat it is releasing control of the cable.

2.1.2 e) RL - Release Cable

If the host system has no other conmands for that device or the devices
DRDY bit indicates that the device is not ready for another command, the
host should poll the other devices on the cable before enabling
interrupts using nlEN. This is necessary to detect other devices capable
of accepting conmands or devices which have pending interrupts to the
host which are disabl ed because of nlEN. If no other devices on the
cable require servicing then the host system can enable host interrupts
using nlEN and wait for an interrupt. The host systemmay al so wish to
launch a timer thread to allowit to poll the devices on the cable for
anot her opportunity to issue nore comrands to the devices before the
next interrupt froma device on the cable.

Note that the cable's task file becones invalid fromthe tinme that the
host uses nlEN to disable host interrupts until nlENis used to re-
enabl e host interrupts or the device is selected using the ATA-3 A2
Sel ect Device command. (See j-n)

2.1.3 f-g) RA - Request Attention

VWiile the cable is Released, |I.E. the host is not issuing a command ,
interrupts are enabl ed, and no device has been selected to process an
interrupt, any device on the cable may assert ATTN: I DX and assert the
interrupt signal to the host to request attention fromthe host. Note
that the assertion of ATTN in the status register is independent of nlEN
and nust precede the assertion of the interrupt signal

2.1.4i-j) ID- ldentify Device requesting Attention

Upon recei pt of an interrupt the host system nmust use the DRV bit to
poll the devices in the cable to determ ne which device is requesting
attention.

Dependi ng on the | RQ node sel ected using the Set Features conmand the
interrupt signal asserted by the device may be either a 1-2us pulse or a
signal negated by a read to the device's status register.

2.1.5j-n) SL - Selection

Devi ces configured for Shared | RQ nust be selected to enable their task
file for interrupt processing. This is true for command term nati on and
data transfer interrupts. In both cases the device will assert ATTN
until they are selected by the host using the ATA-3 A2 Devi ce Sel ect
conmand.

Once the host has determ ned which device requires attention the host
nmust di sable host interrupts fromthe devices on the cable using nlEN
before issuing the ATA-3 Sel ect Device conmand.

2.1.6 n-gq) TD - Transfer Data
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Data transfer occurs as defined by the protocol for the non A2 conmand
i ssued to the device. The Transfer data phase is conplete when the
device again rel eases the cable by de-asserting BSY and DRQ
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2.2 New ATA-3 Command Definitions:
Several new commands have been defined to support Shared |IRQ

2.2.1 Select Device (A2h)

This command all ows the host to assign control of the cable to a
specific device. The device is considered to have been selected only if,
after the command is issued to the device, the device de-asserts BSY

wi t hout aborting the A2 conmand. Devices aborting the A2 command do not
support the shared I RQ protocol and may need to be reset before they
wi Il again function according to the traditional |DE protocol

One issue yet to be resolved is how |l ong the host system should be
forced to wait for BSY to be de-asserted when the host issues an A2-
Sel ect Device command. Because nl EN has been set to disable interrupts
an interrupt can not be generated by the device to indicate that it is
done processing the Sel ect Device command. Since it is assuned that
initial shared I RQ devices will not hardware accel erate the Sel ect
Devi ce command, the host system must poll for the de-assertion of BSY.

To prevent degradation of host performance it is reconmended that the
host system poll for 50us after which it should generate a timer thread
to return control to the driver not nore than 500us |ater. The host
shoul d continue to use a tiner driven polling sequence for up to 3ns at
whi ch point the host should reset the devices on the cable assuning a
cat astrophi c command failure has occurred.

2.2.2 Set Features:

Enabl e Shared | RQ Prot ocol

Di sabl e Shared | RQ Protocol

These two conmands are used to enable and disable the shared | RQ
protocol within the devices on the cable. These conmands are designed to
allow the OS drivers to identify devices conpatible with the shared | RQ
prot ocol and configure them for maxi num performance. The device wl|l
abort or accept these commuands to identify its conpatibility with the
feature.

Peri pheral s shi pped with Shared | RQ protocol enabled may | ock up Bl OS
and OS drivers which are not designed to utilize this feature when they
are unable to abort an active comand because DRDY remains = 0. BIOS and
drivers which issue an SRST as a result of a DRDY time-out are 100%
conpatible with drives shipped with Shared | RQ enabl ed.

Enabl e OCl - Open Col | ector | RQ Protocol

Di sabl e OCl - Open Col | ector | RQ Protocol

These two commands are used to enable and di sable the open collector IRQ
protocol within the devices on the cable. These conmands are designed to
allow the BICS or adapter drivers to identify devices conpatible with

t he open collector protocol and configure the host and peripherals for
maxi mum performance. The device will abort or accept these commands to
identify its conpatibility with the feature.
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___________________________________________________________________________________________________________________________________|]
2.3 New Bit & Signal Definitions:

2.3.1 DRDY:

DRDY has been changed so that it can be used to indicate when the

peri pheral is ready to accept another command into its command Queue. To
achieve this functionality the peripheral no |onger aborts the current
command when it receives a new conmand with DRDY=1. Wen the peripherals
queue is full, it must indicate this condition to the host system by de-
asserting DRDY. Comrands received while DRDY=0 shall be ignored by the
peri pheral. Note that de-asserting DRDY nmay prevent the host from
aborting a command by issuing anot her command before the first comrand
has conpl et ed.

2.3.2 DSC (PQCsT):

DSC has been changed so that it can be used to indicate when the

peri pheral has conpleted the conmand for which it is reporting status.
In the case of Tagged ATAPI commands the DSC bit is used in conjunction
with the tag to identify which command in the queue has conpl et ed.

2.3.3 IDX (ATTN):

| DX has been changed so that it can be used to indicate which

peri pherals are asserting HRQ This bit mmcs the peripheral's
internal TRQ bit and is unaffected by the state of nlEN. Note that this
bit may al so be used to poll the peripherals wthout the use of
interrupts.

3.0 Tagged Queui ng (ATAPI Only):

The tagged queui ng protocol for ATAPI is designed to allow the

peri pheral to process multiple commands concurrently. To achieve this
goal the function of several TAG fields within the ATAPI task file have
been defined. Specifically the function and behavi or of Tag and Tag Type
have been defined as foll ows:

If only SIMPLE QUEUE TAG conmands are used, the peripheral may execute
the conmands in any order that is deened desirable.

| f ORDERED QUEUE TAG commands are used, the peripheral shall execute the
commands in the order received with respect to other commands received
with ORDERED QUEUE TAGs. All commands received with a SI MPLE QUEUE TAG
Type prior to a command recei ved with an ORDERED QUEUE TAG type, shall
be executed before that conmand with the ORDERED QUEUE TAG type.

Al'l commands received with a SI MPLE QUEUE TAG Type after a comrand
received with an ORDERED QUEUE TAG Type, regardless of initiator,
shal | be executed after that command with the ORDERED QUEUE TAG type.

A command received with a HEAD OF QUEUE TAG type is placed first in the

gueue, to be executed next. A conmand received with a HEAD OF QUEUE TAG
message shall be executed prior to any queued I/ O process. Consecutive

commands recei ved with HEAD OF QUEUE TAG type are executed in a |last-in-
first-out order.

A command received without a queue tag type, while there are any
tagged 1/ O comands in the command queue, shall be aborted with a Tag of
00h.

An ATAPI peripheral that supports shared I RQ but not tagged queui ng,
shall use DRDY to accept one tagged command at a tinme. Al peripherals
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supporting Shared 1RQ shall return the tag issued to the peripheral with
t he command.

3.1 Typical sequences for tagged queui ng:

An ATAPI conmand usi ng tagged queui ng uses the foll owi ng sequences for
normal execution. The host system sel ects the device and nonitors DRDY
until the device is ready to accept another conmand (DRDY=1). The host
then sets up the task file for the conmand including the Tag and Tag
Type fields. Note the Tag and Tag Type fields are specified as 0 for non
t agged ATAPI commands. Once the Task file is configured then the host
reads the status register again to verify that the peripheral is ready
to accept a conmand. |f DRDY=1 then the host wites to the conmand
register to i ssue the tagged conmand. The host is then free to issue
nore queued commands to this peripheral or select another device on the
cabl e.

3.2 Aborting Tagged Commands:

The host may abort a specific tagged command in the peripheral's queue
by issuing a new command to the peripheral with the tag used for the
command to be aborted. The new conmand is placed into the queue using
the order defined by the new tag type. Note that the tag type is not
required to match the original tag.

Peri pheral s can abort tagged conmands using the existing aborted conmand
sequence with the additional requirenent that the peripheral identify
t he aborted conmand with the comand' s tag.

Cnd( 1) Cmd( 2) Dat a( 2) Dat a( 2)
+- - - -+ +o - - - - -+ +o - - - - -+ +o - - - - -+
| STI1Clo o/|ST|[ICJRL] o0 0 0 o/|]SL|TDIRL] o 0 0o o |SL|TD RL

+- - - -+ +o - - - - -+ +o - - - - -+ +o - - - - -+
| BO| R1| BO | BO| R1| BO | BO| I n| BO | BO| I n| BO
|sl] | DO |sl] |DO | s1| AO| DO | s1| AO| DO
|t1] |RL |t2] |RO |D1| | RO |D1| | RO
|tt] Q0 |tt] |QO |All | @0 |ALl |C1
| 72| | | 72|

Abort (1)

+--+- -+

| SL| RL|

+--+- -+

| BO| BO

| s1| DO

| DO| RO

| T1] C1

| E1
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3.3 Exanpl e of Tag Queue Ordering

An exanpl e of the execution of five queued Conmands is given belowto
denonstrate how tagged queui ng operates. The five comands are defined
inthe table below. At the time the Conmands are first being executed,
it is assuned that the actuator is in position to access |ogical block
10 000.

Commands in order received by periphera

o oo, oo . o=+
| Command | Queue tag | Queue tag | Logi cal | Transfer | Status

| | nmessage | val ue | bl ock | length |

| | | | address | | |
| ---------- B SR B S SRS B S Fom e e e o - |
| READ | SIMPLE | 01h | 10 000 | 1 000 | Queued

| READ | SIMPLE | 02h | 100 | 1 | Queued

| READ | ORDERED | 03h | 1 000 | 1 000 | Queued

| READ | SIMPLE | 04h | 10 000 | 1 | Queued

| READ | SIMPLE | 05h | 2 000 | 1 000 | Queued

+ o=+

The opti mum order would require that those blocks close to the actuator
position be the first bl ocks accessed, foll owed by those increasingly
far fromthe actuator position. However, the conmand w th queue tag 03h
is an ordered command, so that all sinple Conmands transferred
previously must be executed before, while all sinple Conmands
transferred after the ordered command nust be executed after the ordered
conmand.

If a peripheral supports an optimzing algorithmthe actual order in
whi ch the Commands are executed could be as shown in the table bel ow.

Commands in order of execution

4+ o oo, oo . o=+
| Command | Queue tag | Queue tag | Logi cal | Transfer | Status

| | nmessage | val ue | bl ock | length |

| | | | address | | |
| ---------- B SIS B SR RS B T Fom e e e o - |
| READ | SIMPLE | 01h | 10 000 | 1 000 | Queued

| READ | SIMPLE | 02h | 100 | 1 | Queued

| READ | ORDERED | 03h | 1 000 | 1 000 | Queued

| READ | SIMPLE | 05h | 2 000 | 1 000 | Queued

| READ | SI MPLE | 04h | 10 000 | 1 | Queued

+ o=+

Commands wi th queue tag val ues 01h and 02h are executed in the order
recei ved since the actuator is already in position to execute comand
01h. Command 02h nust be executed before Command 04h or 05h because
the ordered Command 03h was transmtted after Commands 0l1h and 02h
but before Commands 04h and 05h. Conmand 03h is then executed after
Command 02h. The Conmands 04h and 05h are executed after the

ordered Conmand 03h. Command 05h i s executed before Command 04h
because the actuator is in position to access block 2 000 after
executing Conmand 03h. Command 04h is executed | ast.

As an exanple of the operation of the HEAD OF QUEUE TAG Command,

consi der that a new Conmmand, identified by a HEAD OF QUEUE TAG nessage
with a queue tag of 08h, is transmitted to the peripheral while the
ordered Command 03h is being executed. The Conmand 03h conti nues
execution, but the new HEAD OF QUEUE TAG Conmand i s placed in the queue
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for execution before all subsequent Commands. |In this case, the queue
for execution after the ordered Command 03h was executed woul d appear as
shown in the table bel ow

Modi fi ed by HEAD OF QUEUE TAG nessage

4+ oo, oo, oo oS- oSS TS =H4
| Conmmand | Queue tag | Queue tag | Logical | Transfer | Status

| | nmessage | val ue | bl ock | length |

| | | | address | | |
| ---------- B SR B S SRS B S Fom e e e o - |
| READ | ORDERED | 03h | 1 000 | 1 000 | Executing
| READ | HEAD OF QUE| 08h | 0 8 | Queued

| READ | SI MPLE | 05h | 2 000 | 1 000 | Queued

| READ | SI MPLE | 04h | 10 000 | 1 | Queued

[ e ——r o

To obtai n maxi num perfornmance gai ns using tagged queui ng requires
careful inplementation of the queuing algorithns in the peripheral. In
addi ti on, host systens should allow a maxi mum nunber of sinple Commands
to be executed with a m ni mum nunber of ordered Conmands.
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