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1. Revisions
1. 08-342r0 Initial revision (25 August 2008)

2. Introduction

Persistent Reservations provides a method for determining which I_T nexus(es) are the reservation holder. We
have found that customers have a need to know this information. We have also found that when one or more
hosts in a SAN use SPC-2 RESERVE that this mehtod breaks down and customers cannot determine the reser-
vation holder. This leads to frustration in those environments where a rogue device has taken over one or more
targets (i.e, reserved them and left them reserved).

This proposal proposes to resolve this shortcomming by:

1. Adding the reporting an SPC-2 Reservation holder to the PERSISTENT RESERVE IN full status
descriptor;

2. Adding abit tothe PERSISTENT RESERVE IN full status descriptor to indicate that thel T nexus
being reported is for an SPC-2 Reservation; and

3. Allowing aPERSISTENT RESERVE IN command to pass through an SPC-2 Reservation.

3. Proposal

Additions are shown in thisfont.

et | i this foRt.

5.7 Reservations

5.7.1 Persistent Reservations overview

Reservations may be used to allow a device server to process commands from a selected set of |_T nexuses
(i.e., combinations of initiator ports accessing target ports) and reject commands from I_T nexuses outside the
selected set. The device server uniquely identifies |_T nexuses using protocol specific mechanisms.

Application clients may add or remove |_T nexuses from the selected set using reservation commands. If the
application clients do not cooperate in the reservation protocol, data may be unexpectedly modified and
deadlock conditions may occur.

The persistent reservations mechanism allows multiple application clients communicating through multiple I_T
nexuses to preserve reservation operations across SCSI initiator device failures, which usually involve logical
unit resets and involve I_T nexus losses. Persistent reservations persist across recovery actions. Persistent
reservations are not reset by hard reset, logical unit reset, or I_T nexus loss.

The persistent reservation held by a failing I_T nexus may be preempted by another I_T nexus as part of its
recovery process. Persistent reservations shall be retained by the device server until released, preempted, or

9 Working Draft



25 August 2008

cleared by mechanisms specified in this standard. Optionally, persistent reservations may be retained when
power to the SCSI target device is removed.

The PERSISTENT RESERVE OUT and PERSISTENT RESERVE IN commands provide the basic mechanism
for dynamic contention resolution in systems with multiple initiator ports accessing a logical unit.

Before a persistent reservation may be established, the application client shall register a reservation key for each
I_T nexus with the device server. Reservation keys are necessary to allow:

a) Authentication of subsequent PERSISTENT RESERVE OUT commands;

b) Identification of other I_T nexuses that are registered;

c) Identification of the reservation key(s) that have an associated persistent reservation;
d) Preemption of a persistent reservation from a failing or uncooperative I_T nexus; and
e) Multiple I_T nexuses to participate in a persistent reservation.

The reservation key provides a method for the application client to associate a protocol-independent identifier
with a registered I_T nexus. The reservation key is used in the PERSISTENT RESERVE IN command to identify
which I_T nexuses are registered and which I_T nexus, if any, holds the persistent reservation. The reservation
key is used in the PERSISTENT RESERVE OUT command to register an I_T nexus, to verify the I_T nexus
being used for the PERSISTENT RESERVE OUT command is registered, and to specify which registrations or
persistent reservation to preempt.

Reservation key values may be used by application clients to identify registered I_T nexuses, using application
specific methods that are outside the scope of this standard. This standard provides the ability to register no
more than one reservation key per |_T nexus. Multiple initiator ports may use the same reservation key value for
a logical unit accessed through the same target ports. An initiator port may use the same reservation key value
for a logical unit accessed through different target ports. The logical unit shall maintain a separate reservation
key for each I_T nexus, regardless of the reservation key’s value.

An application client may register an I_T nexus with multiple logical units in a SCSI target device using any
combination of unique or duplicate reservation keys. These rules provide the ability for an application client to
preempt multiple I_T nexuses with a single PERSISTENT RESERVE OUT command, but they do not provide the
ability for the application client to uniquely identify the I_T nexuses using the PERSISTENT RESERVE
commands.

See table 170 in 6.14.2 for a list of PERSISTENT RESERVE OUT service actions. See table 158 in 6.13.1 for a
list of PERSISTENT RESERVE IN service actions.

The scope (see 6.13.3.3) of a persistent reservation shall be the entire logical unit.

The type (see 6.13.3.4) of a persistent reservation defines the selected set of I_T nexuses for which the
persistent reservation places restrictions on commands.

The details of which commands are allowed under what types of reservations are described in table 1.
In table 1 and table 2 the following key words are used:

allowed: Commands received from I_T nexuses not holding the reservation or from I_T nexuses not registered
when a registrants only or all registrants type persistent reservation is present should complete normally.

conflict: Commands received from I_T nexuses not holding the reservation or from I_T nexuses not registered
when a registrants only or all registrants type persistent reservation is present shall not be performed and the
device server shall complete the command with RESERVATION CONFLICT status.

Commands from I_T nexuses holding a reservation should complete normally. The behavior of commands from

registered I_T nexuses when a registrants only or all registrants type persistent reservation is present is specified
in table 1 and table 2.
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A command shall be checked for reservation conflicts before the task containing that command enters the
enabled task state. Once a task has entered the enabled task state, the command that comprises the task shall
not be completed with RESERVATION CONFLICT status due to a subsequent reservation.

For each command, this standard or a command standard (see 3.1.27) defines the conditions that result in the
command being completed with RESERVATION CONFLICT. Command standards define the conditions either
in the device model or in the descriptions each of specific command.

Table 1 — SPC commands that are allowed in the presence of various reservations (part 1 of 2)

Addressed logical unit has this type of persistent
reservation held by another I_T nexus
Fromany . T From From not registered
Command nexus registered I_T nexus
I_T nexus

Write Excl (RR all Write Excl | Excl Acc-

Excl | Access | types) RR ess - RR
ACCESS CONTROL IN Allowed | Allowed | Allowed Allowed Allowed
ACCESS CONTROL OUT Allowed | Allowed | Allowed Allowed Allowed
CHANGE ALIASES Conflict | Conflict | Allowed Conflict Conflict
EXTENDED COPY Conflict | Conflict | Allowed Conflict Conflict
INQUIRY Allowed | Allowed | Allowed Allowed Allowed
LOG SELECT Conflict | Conflict Allowed Conflict Conflict
LOG SENSE Allowed | Allowed | Allowed Allowed Allowed
MANAGEMENT PROTOCOL IN Allowed | Conflict | Allowed Allowed Conflict
MANAGEMENT PROTOCOL OUT Conflict | Conflict | Allowed Conflict Conflict
MODE SELECT(6) / MODE SELECT(10) Conflict | Conflict | Allowed Conflict Conflict
MODE SENSE(6) / MODE SENSE(10) Allowed?| Conflict | Allowed Allowed? Conflict

PERSISTENT RESERVE IN Allowed | Allowed | Allowed Allowed Allowed

PERSISTENT RESERVE OUT see table 2

READ ATTRIBUTE Allowed?| Conflict Allowed Allowed? Conflict

READ BUFFER Allowed?| Conflict | Allowed Allowed? Conflict

READ MEDIA SERIAL NUMBER Allowed | Allowed | Allowed Allowed Allowed

RECEIVE CREDENTIAL Conflict | Conflict | Allowed Conflict Conflict

RECEIVE COPY RESULTS Conflict | Conflict | Allowed Conflict Conflict

RECEIVE DIAGNOSTIC RESULTS Allowed®?| Conflict | Allowed Allowed? Conflict

Egtgﬁggﬁ% As defined in SPC-2 2
REPORT ALIASES Allowed | Allowed | Allowed Allowed Allowed
Key: Excl=Exclusive, RR=Registrants Only or All Registrants, <> Not Equal

8 Exceptions to the behavior of the RESERVE and RELEASE commands described in SPC-2 are defined in
5.7.3.

b Logical units claiming compliance with previous versions of this standard (e.g., SPC-2, SPC-3) may return
RESERVATION CONFLICT in this case. Logical units may report whether certain commands are allowed
in ALLOW COMMANDS field of the parameter data returned by the PERSISTENT RESERVE IN command with
REPORT CAPABILITIES service action (see 6.13.4).
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Table 1 — SPC commands that are allowed in the presence of various reservations (part 2 of 2)

Addressed logical unit has this type of persistent
reservation held by another I_T nexus
Fromany T From From not registered
Command nexus registered I_T nexus
I_T nexus

Write Excl (RR all Write Excl | Excl Acc-

Excl | Access | types) RR ess - RR
REPORT IDENTIFYING INFORMATION Allowed | Allowed | Allowed Allowed Allowed
REPORT LUNS Allowed | Allowed | Allowed Allowed Allowed
REPORT PRIORITY Allowed | Allowed | Allowed Allowed Allowed
gggcég-r SUPPORTED OPERATION Allowed? Conflict | Allowed Allowed? Conflict
;iﬁgg;&gﬁﬁ%@gﬁ; Allowed®| Conflict | Allowed | Allowed® | Confict
REPORT TARGET PORT GROUPS Allowed | Allowed | Allowed Allowed Allowed
REPORT TIMESTAMP Allowed | Allowed | Allowed Allowed Allowed
REQUEST SENSE Allowed | Allowed | Allowed Allowed Allowed
RESERVE(6) / RESERVE(10) As defined in SPC-2 2
SECURITY PROTOCOL IN Allowed | Conflict | Allowed Allowed Conflict
SECURITY PROTOCOL OUT Conflict | Conflict | Allowed Conflict Conflict
SEND DIAGNOSTIC Conflict | Conflict | Allowed Conflict Conflict
SET IDENTIFYING INFORMATION Conflict | Conflict | Allowed Conflict Conflict
SET PRIORITY Conflict | Conflict | Allowed Conflict Conflict
SET TARGET PORT GROUPS Conflict | Conflict | Allowed Conflict Conflict
SET TIMESTAMP Conflict | Conflict | Allowed Conflict Conflict
TEST UNIT READY Allowed®| Allowed?| Allowed | Allowed ? | Allowed ?
WRITE ATTRIBUTE Conflict | Conflict | Allowed Conflict Conflict
WRITE BUFFER Conflict | Conflict | Allowed Conflict Conflict
Key: Excl=Exclusive, RR=Registrants Only or All Registrants, <> Not Equal

a8 Exceptions to the behavior of the RESERVE and RELEASE commands described in SPC-2 are defined in
5.7.3.

b | ogical units claiming compliance with previous versions of this standard (e.g., SPC-2, SPC-3) may return
RESERVATION CONFLICT in this case. Logical units may report whether certain commands are allowed
in ALLOW COMMANDS field of the parameter data returned by the PERSISTENT RESERVE IN command with
REPORT CAPABILITIES service action (see 6.13.4).
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Table 2 — PERSISTENT RESERVE OUT service actions that are allowed in the presence of various
reservations

Addressed logical unit has a persistent
reservation held by another I_T nexus
Command Service Action Command is from | Command is from
a registered a not registered
I_T nexus I_T nexus
CLEAR Allowed Conflict
PREEMPT Allowed Conflict
PREEMPT AND ABORT Allowed Conflict
REGISTER Allowed Allowed
REGISTER AND IGNORE EXISTING KEY Allowed Allowed
REGISTER AND MOVE Conflict Conflict
RELEASE Allowed 2 Conflict
RESERVE Conflict Conflict
8 The reservation is not released (see 5.7.11.2).

The time at which a reservation is established with respect to other tasks being managed by the device server is
vendor specific. Successful completion of a reservation command indicates that the new reservation is estab-
lished. A reservation may apply to some or all of the tasks in the task set before the completion of the reservation
command. The reservation shall apply to all tasks received by the device server after successful completion of
the reservation command. Any persistent reserve service action shall be performed as a single indivisible event.

Multiple persistent reserve service actions may be present in the task set at the same time. The order of
processing of such service actions is defined by the task set management requirements defined in SAM-4, but
each is processed as a single indivisible command without any interleaving of actions that may be required by
other reservation commands.

5.7.2 Third party persistent reservations

Editors Note 1 - KDB: No Change

5.7.3 Exceptions to SPC-2 RESERVE and RELEASE behavior
5.7.3.1 Overview

This subclause defines exceptions to the behavior of the RESERVE and RELEASE commands defined in
SPC-2. The RESERVE and RELEASE commands are obsolete in this standard, except for the behavior defined
in this subclause. Device servers that operate using the exceptions described in this subclause have indications
that shall be set in the parameter data returned by the REPORT CAPABILITIES service action of the
PERSISTENT RESERVE IN command (see 6.13.4).

5.7.3.2 RESERVE and RELEASE behaviors

Editors Note 2 - KDB: Change all references t0 5.7.3 10 5.7.3.2
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inthissubelause—Device servers that operate using the exceptions described in this subclause shall set the CRH
bit to one in the parameter data returned by the REPORT CAPABILITIES service action of the PERSISTENT
RESERVE IN command (see 6.13.4).

A RELEASE(6) or RELEASE(10) command shall complete with GOOD status, but the persistent reservation
shall not be released, if the command is received from:

a) An I_T nexus that is a persistent reservation holder (see 5.7.10); or
b) An I_T nexus that is registered if a registrants only or all registrants type persistent reservation is
present.

A RESERVE(6) or RESERVE(10) command shall complete with GOOD status, but no reservation shall be
established and the persistent reservation shall not be changed, if the command is received from:

a) An I_T nexus that is a persistent reservation holder; or
b) An I_T nexus that is registered if a registrants only or all registrants type persistent reservation is
present.

In all other cases, a RESERVE(6) command, RESERVE(10) command, RELEASE(6) command, or
RELEASE(10) command shall be processed as defined in SPC-2.

5.7.3.3 PERSISTENT RESERVE IN behaviors

Device servers that operate using the exceptions described in this subclause shall set the PIRH bit to one in the
parameter data returned by the REPORT CAPABILITIES service action of the PERSISTENT RESERVE IN
command (see 6.13.4).

A PERSISTENT RESERVE IN command shall be allowed in the presence of a reservation as defined in SPC-2
that is created by the RESERVE (6) command or by the RESERVE(10) command.

5.7.4 Persistent reservations interactions with IKEv2-SCSI SA creation

Editors Note 3 - KDB: No Change

5.7.5 Preserving persistent reservations and registrations

Editors Note 4 - KDB: No Change

5.7.6 Finding persistent reservations and reservation keys
5.7.6.1 Summary of commands for finding persistent reservations and reservation keys

The application client may obtain information about the persistent reservation and the reservation keys (i.e.,
registrations) that are present within a device server by issuing a PERSISTENT RESERVE IN command with a
READ RESERVATION service action, a READ KEYS service action, or a READ FULL STATUS service action. If
the PIRH bit is set to one in the parameter data returned by the REPORT CAPABILITIES service action of the
PERSISTENT RESERVE IN command (see 6.13.4) and an SPC-2 reservation is in effect, then the device server
shall provide information about the SPC-2 reservation in the READ FULL STATUS parameter data.
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5.7.6.2 Reporting reservation keys

An application client may send a PERSISTENT RESERVE IN command with READ KEYS service action to
determine if any I_T nexuses have been registered with a logical unit through any target port.

In response to a PERSISTENT RESERVE IN with READ KEYS service action the device server shall report the
following:

a) The current PRgeneration value (see 6.13.2); and
b) The reservation key for every I_T nexus that is currently registered regardless of the target port through
which the registration occurred.

The PRgeneration value allows the application client to verify that the configuration of the I_T nexuses registered
with a logical unit has not been modified.

Duplicate reservation keys shall be reported if multiple I_T nexuses are registered using the same reservation
key.

If an application client uses a different reservation key for each I_T nexus, the application client may use the
reservation key to uniquely identify an I_T nexus.

5.7.6.3 Reporting the persistent reservation

An application client may send a PERSISTENT RESERVE IN command with READ RESERVATION service
action to receive the persistent reservation information.

In response to a PERSISTENT RESERVE IN command with READ RESERVATION service action the device
server shall report the following information for the persistent reservation, if any:

a) The current PRgeneration value (see 6.13.2);

b) The registered reservation key, if any, associated with the I_T nexus that holds the persistent reservation
(see 5.7.10). If the persistent reservation is an all registrants type, the registered reservation key
reported shall be zero; and

c) The scope and type of the persistent reservation, if any.

If an application client uses a different reservation key for each I_T nexus, the application client may use the
reservation key to associate the persistent reservation with the I_T nexus that holds the persistent reservation.
This association is done using techniques that are outside the scope of this standard.

5.7.6.4 Reporting full status

An application client may send a PERSISTENT RESERVE IN command with READ FULL STATUS service
action to receive all information about registrations and the persistent reservation, if any. If the PIRH bit is set to
one in the parameter data returned by the REPORT CAPABILITIES service action of the PERSISTENT
RESERVE IN command (see 6.13.4), then information about a reservation, if any, created by a RESERVE(6) or
RESERVE(10) command as defined in SPC-2 shall be returned.

In response to a PERSISTENT RESERVE IN command with READ FULL STATUS service action the device
server shall report the current PRgeneration value (see 6.13.2) and, for every I_T nexus that is currently regis-
tered_or PIRH bit is set to one in the parameter data returned by the REPORT CAPABILITIES service action of the
PERSISTENT RESERVE IN command the | T nexus that holds a reservation as defined in SPC-2 that was
created by the RESERVE(6) command or by the RESERVE(10) command, the following information:

a) The registered reservation key;
b) Whether the I_T nexus is a persistent reservation holder;
c) Ifthe I_T nexus is a persistent reservation holder, the scope and type of the persistent reservation;
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d) If the PIRH bit is set to one in the parameter data returned by the REPORT CAPABILITIES service action
of the PERSISTENT RESERVE IN command, whether the | T nexus is a reservation as defined in
SPC-2 that was created by the RESERVE(6) command or by the RESERVE(10) command;

e) The relative target port identifier identifying the target port of the I_T nexus; and

f) A TransportID identifying the initiator port of the I_T nexus.

5.7.7 Registering

Editors Note 5 - KDB: No Change

6.13 PERSISTENT RESERVE IN command

6.13.1 PERSISTENT RESERVE IN command introduction

The PERSISTENT RESERVE IN command (see table 3) is used to obtain information about persistent reserva-
tions and reservation keys (i.e., registrations) that are active within a device server. This command is used in
conjunction with the PERSISTENT RESERVE OUT command (see 6.14).

Table 3 — PERSISTENT RESERVE IN command

Bit
Byte 7 6 5 4 3 2 1 0
0 OPERATION CODE (5Eh)
1 Reserved SERVICE ACTION
2
Reserved
6
7 (MSB)
ALLOCATION LENGTH
8 (LSB)
9 CONTROL

The ALLOCATION LENGTH field is defined in 4.3.5.6. The PERSISTENT RESERVE IN parameter data includes a
length field that indicates the number of parameter data bytes available to be returned. The allocation length
should be set to a value large enough to return the length field for the specified service action.

The service action codes for the PERSISTENT RESERVE IN command are defined in table 4.

Table 4 — PERSISTENT RESERVE IN service action codes

Code Name Description Reference

00h READ KEYS Reads all registered reservation keys (i.e., regis- 6.13.2
trations) as described in 5.7.6.2

01h READ RESERVATION Reads the current persistent reservations as 6.13.3
described in 5.7.6.3

02h REPORT CAPABILITIES Returns capability information 6.13.4

03h READ FULL STATUS Reads complete information about all registra- 6.13.5
tions and the persistent reservations, if any

04hto 1Fh | Reserved Reserved
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6.13.2 READ KEYS service action

Editors Note 6 - KDB: No Change

6.13.3 READ RESERVATION service action

Editors Note 7 - KDB: No Change

6.13.4 REPORT CAPABILITIES service action

The REPORT CAPABILITIES service action requests that the device server return information on persistent
reservation features.

The format for the parameter data provided in response to a PERSISTENT RESERVE IN command with the
REPORT CAPABILITIES service action is shown in table 5.

Table 5 — PERSISTENT RESERVE IN parameter data for REPORT CAPABILITIES

Bit
Byte 7 6 5 4 3 2 1 0

0 (MSB)

LENGTH (0008h) —]
1 (LSB)
2 Reserved PIRH CRH SIP_C ATP_C Reserved PTPL_C
3 ™V ‘ ALLOW COMMANDS Reserved PTPL_A
4
s PERSISTENT RESERVATION TYPE MASK
6

Reserved
7

The LENGTH field indicates the length in bytes of the parameter data. The relationship between the LENGTH field
and the CDB ALLOCATION LENGTH field is defined in 4.3.5.6.

A Permit Interactive Reservation Handling (PIRH) bit set to one indicates that the device server supports the
exceptions to the SPC-2 RESERVE and RELEASE commands described in 5.7.3.3. A CRH bit set to zero
indicates that RESERVE(6) command, RESERVE(10) command, RELEASE(6) command, and RELEASE(10)
command are processed as defined in SPC-2.

A Compatible Reservation Handling (CRH) bit set to one indicates that the device server supports the exceptions
to the SPC-2 RESERVE and RELEASE commands described in 5.7.3.25-7-3. A CRH bit set to zero indicates that
RESERVE(6) command, RESERVE(10) command, RELEASE(6) command, and RELEASE(10) command are
processed as defined in SPC-2.

A Specify Initiator Ports Capable (SIP_C) bit set to one indicates that the device server supports the SPEC_I_PT bit
in the PERSISTENT RESERVE OUT command parameter data (see 6.14.3). An SIP_C bit set to zero indicates
that the device server does not support the SPEC_I_PT bit in the PERSISTENT RESERVE OUT command
parameter data.
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An All Target Ports Capable (ATP_C) bit set to one indicates that the device server supports the ALL_TG_PT bit in
the PERSISTENT RESERVE OUT command parameter data. An ATP_C bit set to zero indicates that the device
server does not support the ALL_TG_PT bit in the PERSISTENT RESERVE OUT command parameter data.

A Persist Through Power Loss Capable (PTPL_C) bit set to one indicates that the device server supports the
persist through power loss capability (see 5.7.5) for persistent reservations and the APTPL bit in the
PERSISTENT RESERVE OUT command parameter data. An PTPL_C bit set to zero indicates that the device
server does not support the persist through power loss capability.

A Type Mask Valid (TMV) bit set to one indicates that the PERSISTENT RESERVATION TYPE MASK field contains a bit
map indicating which persistent reservation types are supported by the device server. A TMV bit set to zero
indicates that the PERSISTENT RESERVATION TYPE MASK field shall be ignored.

The ALLOW COMMANDS field (see table 6) indicates whether certain commands are allowed through certain types
of persistent reservations.

Table 6 — ALLOW COMMANDS field

Code Description

No information is provided about whether certain commands are allowed through certain types

000b . )
of persistent reservations.
The device server allows the TEST UNIT READY command (see table 44 in 5.7.1) through
Write Exclusive and Exclusive Access persistent reservations and does not provide informa-
tion about whether the following commands are allowed through Write Exclusive persistent
001b reservations:

a) the MODE SENSE, READ ATTRIBUTE, READ BUFFER, RECEIVE DIAGNOSTIC
RESULTS, REPORT SUPPORTED OPERATION CODES, and REPORT SUPPORTED
TASK MANAGEMENT FUNCTION commands (see table 44 in 5.7.1); and

b) the READ DEFECT DATA command (see SBC-3).

The device server allows the TEST UNIT READY command through Write Exclusive and

Exclusive Access persistent reservations and does not allow the following commands through

Write Exclusive persistent reservations:

010b a) the MODE SENSE, READ ATTRIBUTE, READ BUFFER, RECEIVE DIAGNOSTIC
RESULTS, REPORT SUPPORTED OPERATION CODES, and REPORT SUPPORTED
TASK MANAGEMENT FUNCTION commands; and

b) the READ DEFECT DATA command.

The device server allows the TEST UNIT READY command through Write Exclusive and

Exclusive Access persistent reservations and allows the following commands through Write

Exclusive persistent reservations:

011b a) the MODE SENSE, READ ATTRIBUTE, READ BUFFER, RECEIVE DIAGNOSTIC
RESULTS, REPORT SUPPORTED OPERATION CODES, and REPORT SUPPORTED
TASK MANAGEMENT FUNCTION commands; and

b) the READ DEFECT DATA command.

100b to 111b | Reserved

A Persist Through Power Loss Activated (PTPL_A) bit set to one indicates that the persist through power loss
capability is activated (see 5.7.5). A PTPL_A bit set to zero indicates that the persist through power loss capability
is not activated.

The PERSISTENT RESERVATION TYPE MASK field (see table 7) contains a bit map that indicates the persistent reser-
vation types that are supported by the device server.

A Write Exclusive — All Registrants (WR_EX_AR) bit set to one indicates that the device server supports the Write

Exclusive — All Registrants persistent reservation type. An WR_EX_AR bit set to zero indicates that the device
server does not support the Write Exclusive — All Registrants persistent reservation type.
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Table 7 — Persistent Reservation Type Mask format

Bit
Byte 7 6 5 4 3 2 1 0
4 WR_EX_AR | EX_AC_RO | WR_EX_RO | Reserved EX_AC Reserved WR_EX Reserved
5 Reserved EX_AC_AR

An Exclusive Access — Registrants Only (EX_AC_RO) bit set to one indicates that the device server supports the
Exclusive Access — Registrants Only persistent reservation type. An EX_AC_RO bit set to zero indicates that the
device server does not support the Exclusive Access — Registrants Only persistent reservation type.

A Write Exclusive — Registrants Only (WR_EX_RO) bit set to one indicates that the device server supports the
Write Exclusive — Registrants Only persistent reservation type. An WR_EX_RO bit set to zero indicates that the
device server does not support the Write Exclusive — Registrants Only persistent reservation type.

An Exclusive Access (EX_AC) bit set to one indicates that the device server supports the Exclusive Access
persistent reservation type. An EX_AC bit set to zero indicates that the device server does not support the
Exclusive Access persistent reservation type.

A Write Exclusive (WR_EX) bit set to one indicates that the device server supports the Write Exclusive persistent
reservation type. An WR_EX bit set to zero indicates that the device server does not support the Write Exclusive
persistent reservation type.

An Exclusive Access — All Registrants (EX_AC_AR) bit set to one indicates that the device server supports the

Exclusive Access — All Registrants persistent reservation type. An EX_AC_AR bit set to zero indicates that the
device server does not support the Exclusive Access — All Registrants persistent reservation type.
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6.13.5 READ FULL STATUS service action

The READ FULL STATUS service action requests that the device server return a parameter list describing the
registration and persistent reservation status of each currently registered I_T nexus for the logical unit.

For more information on READ FULL STATUS see 5.7.6.4.

The format for the parameter data provided in response to a PERSISTENT RESERVE IN command with the
READ FULL STATUS service action is shown in table 8.

Table 8 — PERSISTENT RESERVE IN parameter data for READ FULL STATUS

Bit
Byte 7 6 5 4 3 2 1 0
0 MSB
( ) PRGENERATION
3 (LSB)
4 MSB
( ) ADDITIONAL LENGTH (n-7)
7 (LSB)
Full status descriptors
8
Full status descriptor [first] (see table 9)
Full status descriptor [last] (see table 9)
n

If the SPC2 R bit is set to one, then Fthe PRGENERATION field shall be as defined for the PERSISTENT RESERVE
IN command with READ KEYS service action parameter data (see 6.13.2)._If the SPC2 R bit is set to one, then
the PRGENERATION field is undefined.

The ADDITIONAL LENGTH field contains a count of the number of bytes to follow in the full status descriptors. The
relationship between the ADDITIONAL LENGTH field and the CDB ALLOCATION LENGTH field is defined in 4.3.5.6.
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The format of the full status descriptors is shown in table 9. Each full status descriptor describes one or more
registered I_T nexuses. The device server shall return persistent reservations status information for every regis-
tered I_T nexus.

Table 9 — PERSISTENT RESERVE IN full status descriptor format

Bit
Byte 7 6 5 4 3 2 1 0
0 MSB
( ) RESERVATION KEY — ]
7 (LSB)
8
Reserved
11
12 Reserved SPC2 R | ALL_TG_PT | R_HOLDER
13 SCOPE TYPE
14
Reserved
17
18 MSB
( ) RELATIVE TARGET PORT IDENTIFIER — ]
19 (LSB)
20 MSB
( ) ADDITIONAL DESCRIPTOR LENGTH (n-23) ——]
23 (LSB)
24
TRANSPORTID
n

If the SPC2 R bit is set to zero, then Fthe RESERVATION KEY field contains the reservation key. If the SPC2 R bit is
set to one, then the RESERVATION KEY field is undefined.

An SPC-2 Reservation (SPC2_R) bit set to one indicates that the | T nexus described by this full status descriptor
is a reservation holder of a reservation created by the RESERVE(6) or RESERVE(10) command as specified in
SPC-2. An spCc2 R bit set to zero indication that the I T nexus described by this full status descriptor is not a
reservation holder of a reservation created by the RESERVE(6) or RESERVE(10) command as specified in
SPC-2.

A Reservation Holder (R_HOLDER) bit set to one indicates that all I_T nexuses described by this full status
descriptor are registered and are persistent reservation holders (see 5.7.10). A R_HOLDER bit set to zeroand an
SPC2 R bit set to zero indicates that all I_T nexuses described by this full status descriptor are registered but are
not persistent reservation holders.

An All Target Ports (ALL_TG_PT) bit set to zero indicates that this full status descriptor represents a single I_T
nexus. An ALL_TG_PT bit set to one indicates that:

a) This full status descriptor represents all the I_T nexuses that are associated with both:
A) The initiator port specified by the TRANSPORTID field; and
B) Every target port in the SCSI target device;

b) All the I_T nexuses are registered with the same reservation key; and

c) All the I_T nexuses are either reservation holders or not reservation holders as indicated by the
R_HOLDER bit.

The device server is not required to return an ALL_TG_PT bit set to one. Instead, it may return separate full status
descriptors for each I_T nexus.
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If the R_HOLDER bit is set to one (i.e., if the I_T nexus described by this full status descriptor is a reservation
holder), the scoPE field and the TYPE field are as defined in the READ RESERVATION service action parameter
data (see 6.13.3). If the R_HOLDER bit is set to zero, the contents of the SCOPE field and the TYPE field are not
defined by this standard.

If the ALL_TG_PT bit set to zero, the RELATIVE TARGET PORT IDENTIFIER field contains the relative port identifier (see
3.1.120) of the target port that is part of the I_T nexus described by this full status descriptor. If the ALL_TG_PT bit
is set to one, the contents of the RELATIVE TARGET PORT IDENTIFIER field are not defined by this standard.

If the SPC2 R bit is set to one, then the SCOPE field and the TYPE field are undefined.

The ADDITIONAL DESCRIPTOR LENGTH field contains a count of the number of bytes that follow in the descriptor
(i.e., the size of the TransportID).

The TRANSPORTID field contains a TransportlD (see 7.5.4) identifying the initiator port that is part of the I_T nexus
or I_T nexuses described by this full status descriptor.
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